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Broadcast authentication is an important functionality in sensor networks. Energy constraints
on sensor nodes and the real-time nature of the broadcasts render many of the existing solutions
impractical: previous works focusing primarily on symmetric key schemes have difficulties in
achieving real-time authentication. Public Key Cryptography (PKC), however, can satisfy the
real-time requirements, and recent trends indicate that public key is becoming feasible for sensor
networks.

However, PKC operations are still expensive computations. It is impractical to use PKC in the
conventional ways for broadcast authentication in sensor networks. To reduce costs, we propose
ShortPK, an efficient Short-term Public Key broadcast authentication scheme. The basic idea is
to use short-length public/private keys, but limit their lifetime to only a short period of time.
To cover a long period of time, we need to use many public/private key pairs; distributing these
public keys to sensors is a challenging problem. We describe a progressive key distribution scheme
that is secure, efficient, and packet-loss resilient. We compare our scheme with the traditional
160-bit ECC public-key schemes, and show that our scheme can achieve a significant improvement
on energy consumption.

Categories and Subject Descriptors: C.Zbrhputer-Communication Networks]: Network Architecture and
Design—Wireless Communication

General Terms: Security, Design, Performance

Additional Key Words and Phrases: Sensor Networks, Public Key, Communication

1. INTRODUCTION

Wireless sensor networks are being used in a wide varietpifaations, such as military
sensing and tracking, environment monitoring, patientmtoring, etc. Usually, sensor
networks are composed of one or more base stations and a nofrdensor nodes. The
base stations serve as the commanders and the data sinkh,wbadcast commands to
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sensors; the sensor nodes, upon receiving those commaitidsewd the results back to
the base stations. When deployed in hostile environmenmtspsaetworks are susceptible
to a variety of attacks. For example, adversaries can elistign to the communication
between the sensor nodes and the base stations, imperbasatstations to deceive the
sensor nodes, or send back wrong information to fool the bg®ns. Many counter-
measures have been developed to defeat or remedy thedesattamng them, broadcast
authentication is intended to prevent attackers from iqaating base stations. The goal
is to authenticate the broadcast messages, and make syiar¢hiadeed sent by the base
stations (base stations are usually secured).

Broadcast authentication originated from the applicationthe Internet environment,
but energy constraints on sensor nodes and the real-timieenatt the broadcasts in sen-
sor networks render many of the existing solutions impcatti A number of broadcast
authentication schemes have been proposed [Gennaro aatigR@Yong and Lam, Miner
and Staddon, Song et al., Golle and Modadugu, Canetti &atig et al., Rohatgi], some
for the Internet and some for sensor networks. Howevergthesemes are not the perfect
solutions for broadcast authentication in sensor netwdulesto the resource constraints of
sensor networks.

An ideal broadcast authentication scheme for sensor nksvatould satisfy the follow-
ing requirements:

— Computation efficiency sensor nodes usually do not have powerful CPUs or suffi-
cient power to conduct expensive computations. Even if tteeythe amount of energy
consumed is quite significant.

— Communication efficiency broadcast in sensor networks is usually conducted in a
relay fashion because sensor nodes may not hear the base dtegctly. If broadcast
authentication turns a packet into a much larger one, engwgly on communication
becomes very expensive.

—Packet-loss resilience packet loss is more prominent in sensor networks than in the
Internet environment; it can be caused by unreliable weselommunication, or even
worse, by malicious jamming. Therefore, being able to tilepacket loss is extremely
important.

—Real-time broadcasts in sensor networks are usually real-time, rseefioders, once a
message is ready, it should be transmitted without delayrefeivers, once a message
is received, it should be authenticated immediately.

—Intrusion resilience broadcasts in sensor networks are especially susceiliéru-
sions; attackers can broadcast any message, meaninglass oo the sensor nodes.
So intrusion resilience should be an important property bf@adcast authentication
scheme.

Most existing broadcast authentication schemes do natfgdlie aforementioned prop-
erties. For example, Perrig et al. propogddESLA in [Perrig et al. 2001], which is quite
efficient and robust to packet loss, but it cannot achievetima authentication. Public
key cryptography (PKC), on the other hand, is desirable foaticast authentication. How-
ever, public key operations had been widely considered psictical for sensor networks
because of their high computation costs and large signaizee Recent research has shed
light on the public key schemes in sensor networks [Gura.éiainder et al., Ning]. For
example, it was pointed out that Elliptic Curve CryptogragBCC) is computationally
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feasible for MICA2, a popular CPU used in Berkeley motes [Wéaret al.]. With the ad-
vance of hardware technology, it is reasonable to assuméutiuae sensor nodes will be
equipped with PKC implementations.

However, as practical as they may become, PKC operatiorsithexpensive for sensor
nodes; the cost of public key operations may dominate theafdsansmitting packets in
sensor networks. Since broadcast authentication reqgéresors to conduct a large number
of PKC operations, using PKC in the traditional ways is #tilpractical. It is desirable if
we can significantly reduce the cost of PKC operations. Thezdwo viable approaches
toward this goal: one is to optimize the implementation diljkey algorithms, like what
has been done in existing works [Wander et al., Gura et étefreatively, we can optimize
the broadcast authentication protocols. In this paperake the latter approach.

We propose&hortPK an efficient Short-term Public Key broadcast authenticescheme.
Our basic idea is to use short-length public/private keyhis Will reduce the security
strength of public keys; so, instead of the traditional apph that uses one long key that
is hard to break for a long period of time measured by yeardimitthe lifetime of short
public keys to a small period of time that is measured by néisutVe call the lifetime of
each short public key term We divide the lifetime of a sensor network into a number
of such terms, and we assign a different public/private kay for each term. A public
key is only valid within its own lifetime, so broadcast autlieation is still safe even if a
public/private key pair is broken after its term, becausesignature generated using that
pair will be invalid.

With the ShortPK approach, broadcast authentication besdess expensive, but we
face the challenge of distributing these public keys to @ems The reason is, due to
memory limitation, we cannot preload all the public keysisensor's memory prior to
deployment; even if we can, they must be kept secret untit t@responding terms.
Therefore, the public keys need to be broadcasted by thedpatsens. The broadcasted
public keys must also be authenticatethis becomes another broadcast authentication
problem. However, there is an essential difference betwidemew broadcast authentica-
tion problem and the original broadcast authenticatiomlero: this is arofflinebroadcast
authentication problem. In this new problem, the broadesdsages are the public keys;
all these public keys can be generated offlieeen before sensors are deployed. In the
original broadcast authentication problem, however, tioadicast messages are generated
online(i.e. in real-time); it is unrealistic to assume that thely ba generated offline. Solv-
ing offline broadcast authentication problems can be e#sdr solving online broadcast
authentication problems. Therefore, in the ShortPK apgrothe original message broad-
cast authentication problem is reduced to public key digtidn problem. We propose a
progressive public key distribution scheme (PPKD) in trapgr. Our scheme is secure,
efficient, and packet loss resilient.

Organization The organization of our paper is as follows: Section 2 disesshe related
work, and in Section 3 we present the basic idea of the ShostPiéme. We describe a
progressive key distribution scheme in Section 4. SectipreSents the evaluation results
of our scheme, and finally, Section 6 concludes the paper.

2. RELATED WORK

A number of broadcast authentication schemes have beemwgwdpespecially for the
Internet environment. Gennaro et al. proposed a one-tigreagire scheme for stream
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authentication in [Gennaro and Rohatgi]. In this schemeketa are considered as a se-
guence, packel; carries a one-time public key for packief . 1, after the receiver verifies
M, it buffers the one time public key fav/; ;. The proposed one-time public key scheme
is efficient in signature signing and verification, but whesed in sensor networks, it has
two disadvantages. First, the scheme does not tolerateeplds; if one packet is lost,
all the future packets cannot be verified. Second, signatyeeerated by the proposed
one-time public key scheme are quite large; they are morelth@) bytes long.

One approach to reduce the cost of public-key based signaigiming and verification
is to sign a number of packets together. In this way, the dmmartcost of signature is
reduced. A number of amortized approaches have been pahpiostuding [Wong and
Lam, Miner and Staddon, Song et al., Golle and Modadugu]. #roon property of the
amortized approach is the need for buffering (either sebd#éering or receiver buffer-
ing). In many applications, such as the authentication gitalistreams, the sender knows
the whole packet sequence, buffering is reasonable. Hawieveensor networks, broad-
cast messages are usually unpredictable and time sensitivihese cases, sender and
receiver buffering will compromise the performance of thedulcasting authentication.
The scheme we present in this paper does not require bgfesignature signing and
verification can be conducted instantly.

Message authentication codes (MAC) has been proposed #Hsearapproach. In a
MAC approach, senders and receivers share a secret keygrseappend a MAC to each
message. This approach is not secure in sensor networladeed one sensor is com-
promised, the master key will be compromised. An improvedQvecheme is described
in [Canetti et al. 1999]. Instead of using one MAC key, a keylge suggested in this
scheme to improve the robustness against spoofing. Howtixéecommunication over-
head in this scheme is undesirable because the number of MAE &tached to each
packet is as large as the key pool size.

To achieve broadcast authentication which is both efficiewt resilient to packet loss,
Perrig proposed BiBa [Perrig 2001], which provides veryt fignature verification. It
exploits the birthday paradox to achieve efficiency and sgcuSignature verification
of BiBa is very efficient, but the size of public keys in BiBauery large, and so is the
communication overhead. In contrast, our scheme has mwtesipublic key sizes and
much smaller signature size.

Perrig et al. [2001] proposedTESLA for broadcast authentication in sensor networks
in. Based on one-way hash chain of commitmepfBESLA is resilient to packet loss
and has a low communication overhead, but receivers carardy wignature instantly.

In [Perrig et al. 2001] TESLA was extended to an immediate authentication mectmanis
by replacing receiver buffering with sender buffering. Ae discussed earlier, sender
buffering is not suitable for broadcast authentication ensor networks. Compared to
the hash-chain basgdlrESLA scheme, our scheme is less efficient; however, braadca
authentication in our scheme can be instant without burffeim either sender or receiver
side.

Previous schemes on multicast authentication are alsorshojLanetti et al., Rohatgi,
Wong and Lam]. However, these schemes are mostly impraéticaensor networks due
to their packet-loss tolerance, computation costs, anchaamcation costs.
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3. BROADCAST AUTHENTICATION USING SHORT-TERM PUBLIC KEYS

To make a public key system secure, keys need to be long enddght of the public
key systems in use today use 1024-bit parameters for RSAe WBD-bit ECC keys can
achieve the same security level [Gura et al.]. The costsiafjubke traditional public key
scheme in sensor networks are high in both computation amnemication. The high
costs are due to the length of the public/private keys, whimhonly makes computation
complicated, but also makes the length of signatures lamgjtlaus requires more energy
to transmit the signatures.

To reduce the costs while still using the existing public kégyorithms for sensor net-
works, we can reduce the length of public/private keys. H@redoing so compromises
security. Traditional public key schemes make sure thaptlidic/private keys are long
enough, so it takes very long time to breaking the scheme fingling the private keys,
forging signatures, or decrypting ciphertexts). In thedemes, “long time” means years.
For encryption, “long time” is necessary; if the encryptefhrmation should be kept secret
for n years, then the public keys cannot be broken withirears.

However, if we only use public keys for signatures, rathantfor encryption, we do not
need the public key to be strong for such a long time. This éabse the signature itself
(the product of signing) is not confidential; it is the sigmprocess that we need to protect.
In other words, we only need to guarantee that the public &éard to break between the
signing time and the signature delivering time. If we cangugimall bound on this time
window, we can use public/private keys with a much shortegtie.

We propose a short-term public key scheme for broadcaseatitiation for sensor net-
works. We divide the lifetime of a sensor network into shertrts, and we use one public
key for each term. We also refer to a term as the lifetime of Blipkey. Public keys
in different terms are independent and will only be disatb&ethe receivers during their
corresponding terms. A public key must be unbreakable duitgiifetime (plus the bound
of communication delay and the bound of error in clock syonfmation). Because the
lifetime requirement for a public key system is reduced tare@r even minutes instead
of years, we can significantly reduce the length of publieite keys, and thus lower the
costs, especially the computation cost. For example, ifeglece an ECC public key from
160 bits to 80 bits, the computation cost for signature \a&ifon is reduced to roughly one
eighth and the length of signatures is reduced to half. Aadewff, such an ECC public
key may only survive tens of minutes. By limiting their life & short period of time, the
signature is still reasonably secure.

3.1 Security Strength of Short Public Keys

Shorter public keys reduce the security strength of thditiplkey systems. In this subsec-
tion, we study the relationship between key length and #gatrength. Such relationship
can serve as the guideline for us to choose key length andekieke for each public key.

3.1.1 Short exponent RSA.
In certain applications where there is a large differencecimputing power between two
communication devices, the idea of using short public camepts or secret components
is natural. The typical example is the RSA used in commuitinatbetween a smart card

L Although in RSA, the public key can be very small, which makes the signature verification mucke efficient
than signature generation, but the length of signatureisatge compared to ECC.
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and a large computer [Wiener], where it would be desirabteHe smart card to have a
short secret component and the computer to have a shortxplonent in order to reduce
the processing for smart card. However, there is a risk mighactice: short RSA keys are
vulnerable to attacks.

There have been some researches focusing on the securkpessaof the short expo-
nent RSA [Blomer and May, Boneh and Durfee, Wiener]. For eplamVeiner pointed out
in [Wiener] that if the private exponenrtused in RSA is less thal®-2%, then the system is
insecure. Boneh et al. further studied the problem and pirthvat if the private exponent
d is less thanV°-292 then the system is not secure [Boneh and Durfee]. Furthee nior
their paper, Boneh believed that using their approach rigaystem is not secure as long
asd < N93,

Compared to the study of short exponent RSA, as far as we kot than the fact
that the security strength of the public keys will deterieraith the reduction of key sizes,
there is no active study in the field of short ECC keys yet.

3.1.2 Short ECC keys.

In our studies, we focus on how long it takes an adversary tbtfie private key from a
public key in ECC. This problem is equivalent to break thig#t curve discrete logarithm
problem (ECDLP). It is widely believed that the ECDLP prahlés computationally hard
to solve when the point used in the elliptic curve has largm@rorder. Among all the
know algorithms to break ECDLP, such as Shanks’ baby-si@p-gtep method [Shank],
Pollard’s methods [J.M.Pollard], the Menezes-Okamotostane (MOV) attack [Menezes
et al.], the Pohlig-Hellman algorithm [Washington], thdyalgorithms that are applicable
for all elliptic curves are the methods of Shanks and Pollartti these methods have
exponential complexity.

General purpose processors can be used to execute ECCiampger&dr example, Pen-
tium 100MHz machines can perform roughly 16000 operatiéd88«bit elliptic curves [Cer-
ticom]. However, several processors have been designeifisplly for the ECC opera-
tions, such as [Wolkerstorfer, Eberle et al., Puhringene©f the fastest ECC-processors
is presented by Eberle et al. [Eberle et al.], which is a vexygrful processor that can also
perform RSA calculations: using a 64 bit multiplier, it ae¥es a very high performance
of 6000 ECC-operations per second for public keys of 224ebigj. The implementation
was based on the then-current processor technology of 15 GHtice that the sizes of
the ECC keys are different in the above examples: the lofgesize of public keys, the
smaller number of ECC-operations the processor can exadthim the same period of
time.

Let T;,, denote the time for an attacker to breakrarbit ECC challenge problem. That
is, T,,, is the time to find out the private key from a given public key ifaproved Pollard’s
rho algorithm takes approximately72™ /2 elliptic curve addition operations to solve
a key challenge problem withe-bit key length. Assume the ECC-processor presented
in [Eberle et al.] is used to break the elliptic curve key, vem estimatel’;,, (in machine
days as the following:
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In the above equatior(,ﬁ)2 is an adjustment for then-bit elliptic curves; this
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Table I. Time to break am-bit ECC public key using ECC-processor in [Eberle et ah]X{ achine Days)
Key Length its) | 64 | 80 89 96 112 128 160
Tm(machine days | 0.5 [ 233 | 4360 | 86166 | 3.01 x 107 | 1.01 x 100 | 1.02 x 107°

adjustment is based on the fact that on a 32-bit machine gi@kturve addition in an
m-bit field takes( [?31%3221] )2 as much time as that in an m-bit field. Table | shows the
estimated number of machine days to solverabit ECC challenge problem based on the

above equation.

Using the data from Table I, we can choose a suitable sizeupsloort public keys.
For instance, based on the table, it will take 233 machinesgoid together for abou24
hours to break an 80-bit ECC key. Therefore, if the lifetinfiean 80-bit key is set to
5 minutes, to break it within this lifetime, adversaries ne¢deast 66,000 computers to
work simultaneously. If this kind of risk is still unaccepta to an application, or if the
adversary use more powerful machines, we can further shtiréelifetime.

3.2 The Key Distribution Problem

With short-term public keys, a sensor network needs a lotubfip keys. Distributing
these keys securely to sensors is a challenging problenmglise traditional public key
schemes, there is only one public key, which can be preloatiedensors’ memory before
they are deployed. In our scheme, we have a number of publg lsensors might not
have enough memory to store all of them. Even if they do, waatsimply preload those
public keys in the same way as we do in the traditional schelmesause short public
keys need to be kept secret before their terms; otherwisekats can get the public keys
by compromising a sensor, and might break these public kefard the keys’ lifetime
periods. Therefore, a secure and efficient key distribuiireme is needed for the short-
term public key scheme.

Naively, we can let the base stations simply broadcast thégkeys to sensors during
their corresponding terms. However, this is not secureuseraf the well-knowman-in-
the-middleattack: without any means to authenticate the public keyssars cannot tell
whether the received public keys belong to the base stationset, because attackers can
impersonate the base stations and send their own publid&egnsors. In the Internet en-
vironments, public keys are authenticated using certd&aiVe cannot use the certificates;
otherwise, our scheme will be more expensive than the toadit public-key-based broad-
cast authentication schemes. We need a more efficient@ohatidistribute the short-term
public keys. We formulate our problem in the following:

Problem 1 (The Public Key Distribution Problem) The base station hapublic keys
Pk;, fori = 1,...,N. These public keys need to be distributed to the sensor rletwo
Sensors need to authenticate the public keys efficiently.

This problem becomes another broadcast authenticatidigmo As we discussed ear-
lier, there is an essential difference between this protdeohthe original broadcast au-
thentication problem that we are trying to solve in this pagéis problem is aroffline
broadcast authentication problem, i.e., the broadcastages (the public keys) are known
a priori, and can be generated offline. In the original broadcasteatittation problem,
messages are usually unknowpriori.
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A straightforward solution to this problem is to use Merkieet [Merkle] which turns
the public-key-based certificate scheme into a much moreiegiti hash-function-based
scheme. However, the communication overhead is undesifablsensor networks be-
cause the size of the certificate for each public key is larg8og V), where N is the
number of public keys in the Merkle tree. Although this does$ Imave much effect on
senders because senders (base stations) usually haveestffmwer, it does increase the
power consumption on sensors; sensors not only need tao listthis larger message,
but also need to relay it for those who cannot hear the basiers@directly. The energy
overhead caused by listening and relaying the certificatghtmegate the savings on the
computation. Therefore, from the energy point of view, Metkee is not a practical solu-
tion to our public key distribution problem.

One way to save energy in the Merkle tree solution is to lesgenodes store the
public keys that they have received (and authenticated)es@tkeys will be served as
the proof of the future public keys; to verify an incoming fialkey, the communication
cost is minimized: only one additional key is transmittedneQf the most important
shortcomings of this approach is that this approach is re$tant to packet loss: if one
public key is lost in the transmission, we will not be able titheenticate future public keys.
Another issue of this solution is the memory cost: it could/bey large because the sensor
nodes may need to store all the nodes in the Merkle tree. Dog\&ad Ning studied this
issue in [Du et al.]. So from the point of view in packet-lossiliency and the memory
requirement, this approach is not quite feasible in senstwarks.

Another solution is to use the Graph-Based Scheme (GBS)divind Staddon, Song
et al.]. GBS considers packets as vertices in an autheioticgtaph. In this graph, a
directed edgé? (4, j) denotes that packét/; carries a hash of packeéf;, thusM; can be
verified by the hash if/; is received and verified. One of those packets, denoted by,
carries a signature generated by a public key algorithfp.can be verified if there is at
least one path from/;, to M;.

One of the important properties GBS needs to maintain isgbiéence to packet loss. In
the Internet environment, packet loss is mostly due to iabykd broadcasting, but in sensor
networks, packet loss can also be caused by malicious atsakven worse, attackers can
launch selected jamming attacks that only target at a feectad (“important”) broadcast-
ing packets. While this type of attack might not be viable fa& Internet environment, it is
an effective attack in sensor networks. If there are impibaoadcasting packets, whose
loss can have catastrophic impact, attackers can sellgdiirget those packets. The GBS
schemes are subject to this type of selective attack bega@®S, the packets broadcasted
at the early stage are more important than those at the kage.sIn particular, the first
few packets (e.gl,;,) are extremely important; if a sensor does not receive timeger-
tant packets, it will be unable to authenticate future beaatimessages. Therefore, in our
scheme, in addition to tolerate random packet loss, we &ed to tolerate targeted packet
loss. We can achieve this goal by exploiting a unique prgpErsensor networks that does
not exist in the Internet environment: that is, sensorsliyshalong to the same authority
before their deployment; thus, a certain degree of trusbednootstrapped before sensors
are deployed in the field.

To recover the lost public keys broadcasted during a speeifin due to packet loss,
one solution is to let the sensor nodes query their neightice they find out they do
not receive a message. This approach has been adopted inressayches, such as [In-
tanagonwiwat et al.]. However, some reasons prevent tiigoaph from being effective:
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(1) Communication overhead associated with this approaciw sensor nodes need to
query their neighbors each time they think they miss a messagl this will be a huge

burden for the sensor nodes; (2) The delay associated véathubry: query messages in-
volve sending out and receiving query messages, in addititime processing time of the
sensor nodes. This will incur extra delay for the sensor ap® The security issue related
with this approach: malicious nodes may send out faked pldelys when they receive a
guery message, so the honest nodes are very likely to bedfdede the above reasons, we
do not adopt the the query-neighbor approach in our study.

4. THE PROGRESSIVE PUBLIC KEY DISTRIBUTION SCHEME (PPKD)
4.1 The Basic Scheme

AssumeN public keys will be used during the lifetime of a sensor netwiVe useP K,
fori = 1,..., N to denote these keys. Each public key has a fixed lifetime. ¥¢e u
t1,...,ty to represent the starting time of each public key’s lifetime, PK;'s lifetime
starts at; and ends at; ;. Because of delay in broadcasting and errors in clock syachr
nization (between sensors and base stations), the adaighk for P K; should take these
into consideration. Assume that synchronization erroesbaunded by, and broadcast-
ing delay is bounded by, the lifetime of PK;; is indeedt; — os,t;+1 + 05 + 0. Since
usuallyt,+q — t; is relatively large compared @, ando,, the estimation of these bounds
does not need to be tight, and the clock synchronization doeseed to be very accurate.
For the sake of simplicity, we omit these bounds in the reshefpaper, and refer lifetime
periods of a public key using just's.

Let us first assume that sensors have enough memory to haldeakN' short-term
public keys. This is an impractical assumption in many agapions, and we will lift this
assumption in our next scheme; this scheme only serves aseaftraour next scheme.
With enough memory, we load all of th¥ public keys into sensor's memories before
sensor deployment, but the public keys must be encryptea #at nobody, including
all the sensors, knowB K; before timet;, the starting time of its lifetime. The encryp-
tion keys, denoted ak, ..., Ky, are symmetric encryption keys. If the public keys are
not encrypted, adversaries can immediately get all theiplielys, and will have much
longer time to find the corresponding private keys. Encomppirevents adversaries from
obtaining the public keys that have not yet become “alive”.

When the time reaches, the key PK; becomes alive, so the base station needs to
disclose the encryption ke, to sensors. This can be achieved by attaclingn each of
the broadcasting packets durifig, ¢;+1]. However,KX; must also be verified by sensors;
otherwise, the broadcasting is not secure at all using ttleviong attacks

(1) Beforet;, the adversary obtaif$ K;) k, , the encrypted public ke® K;. This can be
done by capturing a sensor.

(2) The adversary randomly chooses a k&y decrypt(PK;) i, usingK’, and getP K.
Obviously,PK" is gibberish becausk” is different fromk;. However, the adversary
treatsPK’ as a public key and finds its private key using the brute forethod. If
the length of private key is short, the adversary might be &bffind the private key
beforet;.

(3) Attimet;, the adversary broadcasts a malicious message, signec lpyitlate key
derived fromPK’. The keyK' is also attached to the message.
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Encrypted Encrypted Encrypted
P K, PKo, PK;

PK, PK> PK;
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ho = hash(K1) K1 = hash(K>2) K,; = hash(FK;41)
PRP: Pseudo—Random Permutation PRN: Pseudo—Random Number

Fig. 1. Decrypting Public keys using verified symmetric keys.

(4) If sensors do not verifyK’, they will get the same gibberisRK”’ if they decrypt
(PK;)k, usingK’. They will usePK’ as the public key to conduct signature ver-
ification. The verification will be successful, so sensori aécept the malicious
message.

Therefore, sensors need to verify whether the receiNeds from the base station or
not. This can be achieved by using one-way hash chainKlstbe the nodes on a one-
way hash chain, with; = hash(K;1). The end (denoted ds) of the hash chain is
pre-loaded into sensor's memories. When receiving a seeyekk, the sensor just need
to verify whetherhash!(K!) is equal tohg or not2. If not, the receivedk’ is not the
authenticK;, and must be discarded. Figure 1 depicts the one-way hagh cha

We can use AES for the symmetric-key encryption, but altirely, we can use ex-
clusive OR KOR) because eacl; is a one-time key (public keys are encrypted using
different secret keys). It is possible that the lengttigfis not enough to encrypt a public
key. For example, if we use an 80-bit hash function, the siz& owill be 80 bits, which
is not enough to encrypt a 100-bit public keys. This problem lbe solved by using;
as a seed to generate a pseudo-random bit sequence of thireddgngth, and use this bit
sequence as the key to encrypt and decrypt the public keysny Wpers have proposed
different ways to generate the pseudo-random bit sequesigels as [Hall et al., Naor and
Reingold, Luby and Rackoff]. We use the approach proposgdat et al.] to generate the
required length pseudo-random bit sequences; that is, staifieK; as a seed to generate
a hash value, and then process the hash function output w#awdo-random permutation
(PRP). After that, we use the pseudo-random number (PRNdrgtr to generate the bit
sequence of the required length. We depict the process uréd-iy

In the above example, we use a weak 80-bit hash function tmeciee one-way hash
chain. Recent researches have shown that it is not veryuiffiz find multiple data with
same hash value [Wang and Yu, Wang et al., Wang et al.]. Weatiat these researches
only break the collision-free property of hash functionst o far, the one-way property
remains secure: it has not been broken yet. Since in our sshemmainly utilize the
one-way property of the hash chain instead of the collisier-property, we reasonably
assume that the 80-bit hash functions used in our schemeusesenough to achieve the
desired security level necessary.

2hash®(x) is defined asash?~ ! (hash(z)). Itis well known that we do not need to conduddtash functions:
sincehash(K;) = K;_1, if K;_1 has already been verifie&; can be verified using’;_1 with just one hash.
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Fig. 2. lllustration of the progressive scheme

As we said before, this basic scheme assumes that sensersi@ygh memory to hold
all the encrypted public keys. Although this assumptiomipriactical in general, it is
feasible for some applications in which sensor nodes anews#ful for a short period of
time. For example, in typical rescue missions, a sensorar&tig quickly deployed to
help the rescue. The lifetime of sensor nodes is expectee ¥athin several hours to one
day. If each public key’s lifetime is 10 minutes, then 150 lpukeys will be sufficient
for the entire mission (the total memory usage for 80-bit H@&®lic keys is 3K bytes).
Assuming one message will be broadcasted per minute, tl@spublic keys will be able
to authenticate 1,500 messages. In this case, it is fedsilpiee-load all the public keys
(in encrypted forms) into sensor’'s memories. Thereforartfpom serving as the base for
our next improved scheme, this scheme has its own meritegethpecial situations.

4.2 A Progressive Public Key Distribution Scheme (PPKD)

When the number of public keys is large, sensors do not havegbnmemory to hold all
the public keys. Therefore, some public keys have to beiloiged by the base station
after the deployment. If there is no packet loss during braating, the simple chaining
approach is sufficient: we broadcd?l;'s hash before its lifetime;, along with a signa-
ture produced usingg K;_1’s private key. Sensors can authenticate the hash uafig 1,
and later authenticat® K; using the hash. This works perfectly if sensors can receive
every broadcasting packet. However, if a sensor fails teivecone public key, it will
be unable to authenticate any future public key, and henablario authenticate future
broadcasting messages either. We propose a progressammath achieve efficient public
key distribution in a lossy communication environment.

We divide the entire lifetime of a sensor network into timeipds with a fixed length;
we call thenphasesand usePh; to represent théth phase. Each phase is further divided

into n time slots, and we call theterms We useT’ to represent a terrﬂ?Kj(.") to refer to

the public key used in thg-th term (denoted &8;) of phasePh;, andKJ(»” to refer to the
symmetric key used iff; of phasePh;. A public key is only “alive” in its own term, so we
also call a term the lifetime of a public key. During each teamumber of messages might
be broadcasted by the base station, and we & represent the number of messages
broadcasted during each term. The relationship betvpdiseandtermis depicted in
Figure 2. Our main idea for key distribution is to broadcéast ¢ncrypted public keys for
phasePh,., during phasePh;. The protocol is described in the following:

1. Setup Prior to deployment, each sensor is preloaded with the etetypublic keys of
the initial phasePhy. There aren public keys for each phase.

2. Authentication Atterm; during phase”h;, the public keyPK](i) should be disclosed

ACM Transactions on Sensor Networks



12 . Ronghua Wang et al.

to each sensor. This is achieved using the basic schemalmbkor Section 4.1. Namely,

we attach the symmetric kefjj(.i) with each broadcast packet; sensors use the hash chain to
authenticate the symmetric key, and then use this symmnietyito decrypt the encrypted
public keyPKJ<i) that is already stored in their memories. Finally sensoasRJKj(.i) to
authenticate broadcast messages within the #rm

3. Key Distribution In addition, duringT’;, the base stations also broadcast a set of
public keys (encrypted) for the next phageh( ). These keys are carried along with the
broadcast messages, and signatures of the packets alsdarbbse public keys. As long
as the receiving sensors have the public k@yy), they can verify the signature to make
sure that both message and the encrypted public keys arergigthFigure 2 also depicts
this process.

If the lifetime of sensor nodes is expected to be one week,ifa@dch public key’s
lifetime is 10 minutes, then the total number of public kegeaed is about 1000. Assum-
ing one message will be broadcasted per minute, these 118 eys will be able to
authenticate 10,000 messages.

To resist packet loss, keys must be sent with a certain dedgreeundancy. We can use
sophisticated error correcting codes to minimize comnatioa overhead; however, the
increased decoding cost might negate the intended savisgeputation cost. For exam-
ple, Havinga studied two types of error correction code, R@PD and Reed-Solomon,
and pointed out that compared with the computation cost,nconication cost is negli-
gible [Havinga]. It is estimated that the energy cost to grait 1-bit packet using Intel
StrongARM 1100 processor is aboyt.J [Yu and Pransanna], which means transmitting
a packet 10-bytes long abo8u..J, while the energy cost of implementing error correc-
tion using either EVENODD or Reed-Solomon codes may takegeveral hundrech.J.
We can see that the difference between the error correctida and transmission cost
is several magnitudes. Therefore, we decide to use a diaigiard but much more
computation-efficient scheme, i.e., simply broadcastiachepublic key multiple times:
within each ternil’, we let thosgT'| broadcast messages together carry a totaldiffer-
ent encrypted public keys. On average, each public key isisem/n = k times @ is
the number of terms in each phase, and is also the number b€ els in each phase,
because one public key is used for each term). The cost ofrggtitesek public keys
is amortized by thé7T'| messages; on average, each message cr#i‘riwblic keys. The
packet format of the ShortPK scheme is depicted in Figuren3hik figure,L px is the
size of public key and. ecryp¢ IS the size of symmetric key.

It should be noted that sind&’| is usually larger thark, each packet in practice car-
ries either one or zero public key. Therefore, the lengthaahepacket is eithetL,;, +
Lgecrypt + 12 bits or2L,,;, + Lgecrypt + 4 bits. To further reduce the size of a packet,

we do not need to carry the decryption ké’g“ for each packet, because the key is the
same for all the packets during teffil. Due to potential packet loss, we need to let more
than one packet carry this decryption key. If in each term ete lof |T| packets carry
the decryption key, the average packet size can be furtideiceel by(1 — ﬁ)Ldecrwt,
while the chance that all of them get losizisif packet loss is uniformly random and the
packet loss rate ig. For the sake of simplicity, we do not consider this improeamin
our evaluation.

We want to emphasize that in the proposed solution, it isiblesthat packet loss still
exist. Resistant to packet loss is one of the design goalsra$@heme; in hostile environ-
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Fig. 3. Format of broadcast packets in the téffrof phasePh;: (R, s) is the EC DS A signature.

ment where packet loss is inevitable, to achieve packst#esistant, we always need to
make tradeoff between the packet loss rate and the costatezbwith the packet loss rate.
Our scheme is addressing this issue with redundancy byrsgsdime key multiple times.

We can adjust the parameters of the scheme so that the imfgaatieet loss is reduced to

the minimum (based on the cost allowed).

4.3 Selecting Public Keys in Each Phase

In the PPKD scheme, in each teffy k different encrypted public keys for the next phase
are broadcasted along with the broadcast messages. Thee didhesé: public keys is
important to the packet-loss resilience property of the paase. We study the following
two approaches and analyze their packet-loss resilierijesef{ectingk public keys ran-
domly; (2) selecting: keys randomly, but guaranteeing that all the public keysakected
equal number of timesin each phase of the PPKD scheme, thererapiblic keys to
send during thex terms in each phase. If we sehgublic keys § < n) in each term, the
average number of times each public key is seht iEhe second approach guarantees that
each public key is ser@xactlyk times. We call the first approach tRandom-Kscheme
and the second one tliexact-Kscheme.

Inthe PPKD scheme, if broadcasting is lossless, the publis for phaséh; will all be
in sensors’ memory after phag¥; ;. However, because packets can be lost, after phase
Ph;_4, itis likely that some public keys (say K) for phasePh; will not be in a sensor’s
memory. This is caused by two reasons: (1) all the packetgingrP K are lost; (2) one
or more packets carryin K are received, but the sensor cannot verify the signatures of
these packets. We ude to denote the probability that a public ké¥yK of phasePh;
is in memory after phas®h;_,. Since the loss oP K prevents a sensor from verifying
signatures during its corresponding term in phBRéeg, we also callP; theverification ratio
for phasePh;. We can calculaté®; using the following theorems (we ugeto represent
the packet loss ratio):

THEOREM 4.1. For the Random-Kscheme, the verification ratif; for phasePh; is

the following:
k
P=1-{(1—P_1)+P_;- 1—q)(1— —=)]Thn
i =1 {(1= o)+ P g+ (1= ) = o) ™)

The proof of this Theorem is long, so we put it in Appendix A.

THEOREM 4.2. For the Exact-Kscheme, the verification ratiB; for phasePh; is the
following:

Pi=1—{q+(1—q)-(1—-Pi1)}"

PROOF Since each public key K (needed in Phasg is guaranteed to be carried by

exactly k independent packets during Phase 1, let us take any one of them (s&y),
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and compute the probability that does not caus® K to be accepted into memory dur-
ing Phase. There are two events that prevahf( from being accepted: (1) the packet
M is lost; (2) the packed/ is not lost, but it cannot be verified because the sensor does
not have the corresponding public key (ga¥ ;) in the memory. It should be noted that
Pr(M cannot be verified ifPh;_1 ) is the same aBr(P K, is not in the memory during’h;_;),
whichis1—P;_1, because the definition & _ isPr(P K, is in the memory during®h;_1).
Therefore:
Pr(M does not cause PK to be acceptediih;_;)
= Pr(Mislost) + Pr((M is not lost)A (M cannot be verified irPh;_1))
=q+(1—q) (1—Pi1).
Since there are exactlypackets likeM (i.e., they all carryP K), we have the following

equation:
P; = 1-Pr(M does not cause PK to be acceptedih; ;)" = 1—{q+(1—q)-(1—-P;_1)}*.

Note that the above formulae & are recursive because the right hands of the formulae
containP;_. Itis difficult to obtain a closed form faP;. However, the following theorems
give us an important property @¥;:

LEMMA 4.3. P; is monotonic, fo = 0, ..., cc.

PrROOF To prove thatP; is monotonic, we just need to prove the following cases:f(1) i
P, > P,_; thenP,.; > P, wheni > 0; and (2) if P, < P,_; thenP;;; < P; wheni > 0.

By definition, we have P, = 1 — {q+ (1 —¢q) - (1— P,_;)}* and Py, =1-{q¢+
(1-q)-(1- P},

Therefore,

Pii—P = {1-{¢+(1-q) - 1-P)}*}—{1-{g+(1—q)(1-P-1)}}

={g+1-q)-1-P)} —{g+(1-q-(1-P)}"
We now prove case (1). Thatis, i > P;,_; thenP;; > P, wheni > 0:

{P,>P_ 1} N {0<qg<1} = {1-P_1)>Q-P)}A{(1—-¢q) >0}

= (1-q)-1-P1)>01-q)-(1-F)
={¢+(0-q)-A-P-1)t>{g+1-q)-(1-F)}
= {g+(1-q)-A-P)}f >{g+(1-q) - (1-P)}"
= {g+(1-q)-0-P)}f —{g+ (1 -9 -(1-P)} >0
= Py —Pi>0
= Py > P

That is, we have proved case (1):Af > P,_; thenP;;; > P, wheni > 0. Similarly,

we can prove case (2): i, < P,_; thenP;,; < P, wheni > 0. And from both cases,
we know P; is monotonic.  |J

Based on the fact tha®; is monotonic and bounded betweérand 1, we have the
following convergence theorem dn:
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Fig. 4. Verification rationP; for Random-K and Exact-K scheméds £ 3).

THEOREM 4.4. P; converges. Iy = 0, P; converges to; if P, # 0, P; converges to
a number betweetand1.

Figure 4(a) and 4(b) depict the results for the Random-K mehand the Exact-K
scheme, respectively, when the packet loss gatkanges from 0.05 to 0.20. The results
clearly show that the Exact-K scheme is significantly bettan the Random-K scheme.
Therefore, in the rest of the paper, we assume that the Eacheme is used. Figure 4(a)
and 4(b) also show thd?; does converge. Although itis difficult to obtain a closedvidor
the convergence value f@t;, we can simply use numeric methods to find the values. The
convergence values for the Exact-K scheme are depictedjiuré-b(a) for different val-
ues and different packet loss rateThe figure shows that the convergence value increases
whenk increases; the value decreases when the packet loss besmresevere.

Packet L oss due to our scheme. Given the packet losg, the actual packet 1088,c¢yq:

is the sum of the packets that are lost during the transnmnissaod the packets that are
discarded because a sensor cannot verify their signatlitesefore g,ctuar = ¢ + (1 —

q)(1 — P;). The first part is not caused by our scheme; only the secondspdue to our
scheme. We call the second part the additional packet losgad shown in Figure 5(a)
that whenk becomes larger and larger- P; approaches zero exponentially. For example,
wheng = 0.1, if £ = 3 public keys are sent within each teff) the additional packet loss
caused by our scheme is orlyl %. In other words, when a packet is received by a sensor,
there is only0.1% chance that the sensor cannot verify this packet.

Therole of n. We also observe that in Exact-k scheme, the convergence dales not
depend om. It is interesting to know what role plays in this scheme. Let us look at the
phasei. The expected percentage of the public keys (for the nexdghraceived by each
sensor isP; = P; x n/n. However, this is just an expected value, the actual ocnoeref

the events deviates from this value (thus we have variairtejher words, the actual per-
centage (denoted b¥,....;) Of the next-phase public keys received by each sensor might
be lower than the expected valie WhenP,...,.; becomes zero for some sensors during
phase, these sensors will never be able to authenticate any fbtoscast message. The
probability of this event i§1 — P;)™. Therefore, to make this event improbable, the value
of n cannot be too small. On the other hald,represents the total number of public keys
that can be stored in a sensor’'s memoryp$e bounded by sensors’ memory size.
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Fig. 5. Convergence value and tolerance of burst packefdo$xact-K schemes.

Tolerance of Burst Packet Loss. After we choose an appropriate value fgralthough
it is improbable forP,.,.; to be zero, it is still possible thadt,.;..; becomes significant
lower than the expected valug. If the packet loss is uniform random, the likelihood for
P,.t1ua1 10 be small is rare (this likelihood follows the Binomial Bibution), but when the
packet loss occurs in burst, it is highly likely thB} ..., at Phase deviates fromP; and
becomes significantly lower tha®. This will further affectP; 1, P, 2, and so on. How-
ever, regardless of wha,.;,; is at Phase, the futureP, ., values will always (quickly)
converge to the same convergence value so long as the bssstdte is not 1. This is
demonstrated in Figure 5(b), in which we emulate burst peloks by intentionally letting
the P;’s at certain points deviate from the theoretic values. Tdwilts show that thé&;
values after the burst packet loss can quickly bounce bagkrtbthe original convergence
value. This demonstrates the resilience of our scheme stdainst packet loss.

It is possible that adversaries may implement jamming ktthat targets at selected
Phases: if all the keys in a specific Phase is lost, futureiplbl/s will not be able to be
verified. Our scheme can handle the attack by adjusting tigtHeof the Phases. We can
increase the length of the Phases so that the adversariest¢gam the communication of
the whole Phases. So long as the packet loss rate during a Bhast 1, our scheme can
always recover from the packet losses. If the adversarigs jggnming the whole commu-
nication, then their cost will be dramatically increasedhjahr might not be desirable for
the adversaries.

5. PERFORMANCE EVALUATION

We compare the performance of ShortPK with the traditionddlip-key scheme. Since
we assume that ECC is used, we use the performance of theitlBG® scheme as our
baseline. We focus on both computation cost and commuaitatst. As our scheme
assume loose synchronization between the base statioh@sdrisor nodes, synchroniza-
tion will also consume energy. The added energy cost is sntretladded communication
cost by the synchronization messages, which are indepeaotitre broadcasted authenti-
cation messages. Research in the field of synchronizatiserisor networks has produced
many interesting and innovative approaches to impleméditiaft time synchronization
schemes [Sichitiu and Veerarittiphan, Ostrovsky and 8a#mir, Dai and Han]. In real
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applications, the synchronization will not be performestiinently, and these costs are in-
dependent from the broadcast messages, so in analyzingrttlerenization costs, we can
consider the costs amortized by the broadcast messages.ilMdsauss these costs in
more detail in this section.

There are a number of parameters that can affect the penfigenaf our scheme, in-
cluding the broadcasting protocols, the actual packetdats ¢ and k), the number of
messages broadcasted during the lifetime of each publiciley the value ofT|), and
elliptic curve domain parameters. In this section, we stunly these parameters affect the
performance of our scheme.

In our evaluation, the following notations are used to assis analysis and discussion
of the scheme:

Notation Explanation
N Total number of one-time public keys
n Number of short-term public keys in each phase
T Lifetime of each individual short-term public key
|7 Number of broadcast messages in t&fm
q Packet loss ratd), < ¢ < 1
k Number of next-phase public keys sent in each term
P; Probability that a public key’ K in phasei is in a sensor’s memory
Ly, Length of the public key
Ph; The jth phase
[ti,t;+1] | Lifetime of PK; in a phase

5.1 Computation Cost

Computation cost is a critical issue in our scheme since oat ig to provide a broadcast
authentication scheme that is both secure and efficient. &\f@otlconsider computation
cost of base stations because we assume that the basesstatigowerful machines with-
out resource constraints. Sensor nodes’ computation oog< from two sources: (1) de-
crypting the public keys using symmetric-key cryptogramnd (2) verifying the ECDSA

signature. The time synchronization may also incur somepcation cost, but the syn-
chronization is not performed very frequently. Comparegublic-key signature verifi-

cation, the cost for symmetric-key decryption and the ca@mn cost in synchronization
is negligible. Therefore, we only consider the cost of putkley signature verification in

our evaluation.

It is difficult to compute the energy consumption of the 1@ebiptic curve operations
directly. Noticing that the energy cost of the ECC operatimproportional to the number
of instructions the CPU executes while the number of insibns the CPU executes is di-
rectly related to the time these instructions are executedake an alternative approach:
we measure the energy consumption of the ECC operations unyting the time these
operations execute. That is, in our evaluation, we use tbeegsing time of the 160-bit
ECC operations as the benchmark of the energy cost of théit@=C operations. We
adopt two approaches to evaluate the signature verificatieh First, we present a theo-
retical estimation to compare the cost of ShortPK schemle thit of 160-bit ECC; and
second, we implement the ECDSA algorithm on MICAz motes tasunee the signature
verification time for short keys.

An important property for ECC operations is that, compotaittost is proportional to
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the cube of key sizes [Vanstone]. Let us G$E,) to represent the computation cost of
public key operations with key sizk,,,. Computation cost ratio of ShortPK scheme to the
160-bit ECC scheme can be estimated in the following:

C(Lpk) _  Lpk

3
C(160) (160) ' @

Equation (2) provides a theoretical guideline of how mucimpatation advantage we
can gain by using short keys. For example, if we use 80-bit E@@es in our scheme,
then the computation cost is about one-eighth of that of &Mt ECC. To verify the
actual relationship, we implemented ECDSA on Berkeley MiGAotes for various key
sizes, and we measured the signature verification time.

In ECC, the signature verification time is affected by mudtifactors. One of the most
important factors is the curve domain parameters. When theike is the same, different
elliptic curves can lead to very different signature veafion time. Finding efficient ellip-
tic curves is an active research area, and a number of “gagdes have been found in the
literature. One way to generate a “good” curve is to use tha@ex Multiplication (CM)
method [Atkin and Morain] to generate random elliptical domparameters while keep-
ing field primep as pseudo-Mersenne primes [Konstantinou et al.]. In oulempntation,
we adopted this approach, i.e., we use the CM method to gertbeacurves with various
key sizes. The signature verification time using these cuave depicted in Figure 6. We
can see that the relationship roughly follows Equation (2).

It should be noted that some special curves may have smaltdication times than
others. For example, the cursecpl160k1 is an elliptic curve recommended by the Stan-
dards for Efficient Cryptography Group (SECG). Its domairapzeters are defined over
F, [Certicom], and it has a very small running timi&(7 seconds) in our test. Compared to
this curve, the savings of the 80-bit ECC curve generatedirerperiments using the CM
method is75.6%, which is quite different from the theoretical guidelindo¢art 87.5%)
derived from Equation (2); this is because the two curvesframa two different curve
families, and the curves generated using the CM method arth@onost optimal ones.

Another important factor that can affect signature verif@atime is the supportive
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software and hardware, such as optimization on instruc&s and specially designed
hardware. The implementation by Gura et al. shows that vpiitislized optimization for
Mica2, the 160-bit ECC signature verification can be greagtiuced to 1.6 second [Gura
et al.]. Because we could not get its details to optimizetig@émentation for shorter keys,
the results depicted in Figure 6 have not taken this kindnaigtition into consideration.
However, projecting from the results by Gura et al. based queEon (2), we reasonably
believe that 80-bit ECC signature verification can be reduoed.2 second. With more
research on the optimization of executing elliptic curvemgtions, the 80-bit ECC sig-
nature verification time will be further reduced. In the casdere this delay is still not
acceptable, we can further reduce the size of the publicksgd in signature verification,
thus reduce the time to authenticate these signatures.atrcéise, we should adjust the
lifetime of the public keys accordingly.

5.2 Communication Cost

The ShortPK scheme can achieve significant cost reducti@omputation. However, we
need to make sure that such reduction is not achieved at #ietoommunication. An
important goal of the ShortPK scheme is to achieve a significaprovement on compu-
tation while keeping the communication cost the same or(easipared to the standard
public-key scheme).

As shown in Figure 3, a broadcast packet carries the follgwarts: the header (4 bits),
|—§2| (on average) public keys of siZg,;,  the indices of the public keys (8 bits each), the
messagé\/, the signature (in ECC, the length of the signature id.,;, [Washington]),
and the decryption key of Siz&j..r,:. Because the messagé is the actual payload, we
exclude it from the overhead calculation. We calculate tlegage number of bits for each
broadcast packet (excludirg), and use the result as the measure for communication cost.
We assume that ECDSA algorithm is used:

Communication Cost |kT| - (2Lpk 4+ 8) + 2Lpk + Laecrypt + 4. )

Notice that loose synchronization is assumed in our schemaeeed to consider the
communication cost associated with the synchronizationsanges. Compared with the
broadcast messages, however, the synchronization is rotmed very frequently [Si-
chitiu and Veerarittiphan]. So in analyzing the effect o $ynchronization costs to the
ShortPK scheme, we can amortize the synchronization caketbroadcast messages. If
we usek,,,. to refer to the added synchronization cost, dig,. to refer to the time
interval during which time synchronization is performdten for each broadcast message,
the added communication cost would be

Esync'Tn

T, E T
Added Sync Cost —=4"=— = —202C . 4
Y Tlon = [ Top “

In [Dai and Han], Dai and Han proposed an efficient HierarckfeRencing Time Syn-
chronization Protocol, in whicR0 messages are necessary to maintain accurate time syn-
chronization for a typical network where each node has 6hiigs. If we assume this
scheme is used, and the synchronization packebiges each, the added communication

3Note that each public key contains bathandY’, so the size of a public key BLy.
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Fig. 7. Communication costs versus packet loss ratd&nhd

cost would be8 x 8 x 20 = 1280 bit. If the synchronization is performed ea8ours,
then the amortized cost of each messag%ﬁﬁ e = - ‘% So we modify Equation
(3) to the following:

L k 8 T
Communication Cost T - (2Lpk + 8) + 2Lpk + Laecrypt +4 + 3 Ik (5)

In the rest of this section, we study how packet loss gatg, |T'|, and L, affect the
communication costs. Since our goal is to compare with tHei6ECC scheme, we
measure the communication cost ratio of our scheme to titaedf60-bit ECC scheme.

Packet Loss Rate ¢ In the ShortPK schemé, measures the degree of redundancy, and
represents the number of times each public key is sent. Tdteehk is, the better the
verification ratio, but at the same time, the communicatiost becomes higher too. We
study the communication cost for various packet loss gatEigure 7(a) and 7(b) depict
the relationship between the communication cost and thiespass rate when we fil'|,
L., T, and verification ratio.

The figures show that whenbecomes larger, communication costs become larger. The
reason is simple: whepturns larger, to maintain the same verification ratio, eachsage
needs to carry more public keys for the next phase, i.e.,ah&\ofk is larger; this causes
higher communication overhead. The figures also show thatwl, = 80, 7" = 60 min-
utes, and|T'| = 20, even if the packet loss rate is as highté%, the ShortPK scheme still
achieves a saving betweé2% to 18%. This does show that the savings on computation
cost is not achieved by sacrificing the communication cost.

Thevalueof |T| Inthe ShortPK scheme, during each short term, the baserstdiroad-
cast/T'| messages, all using the same public key; during the samekerext-phase public
keys are piggy-backed in thegE| broadcast messages. On average, each broadcast mes-
sage carrie%%| public keys. Therefore, whel'| is larger, the average number of public
keys carried by each broadcast message is lower, and hencertimunication overhead
becomes lower. We plot the results in figure 7(c).

From the figure, we can see that whéf is too small (e.g|T| = 5), to achieved9d%
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verification ratio, the communication cost is a little bit rmahan the 160-bit ECDSA for
L, = 80. However, as the frequency of broadcasting increases otimencinication cost
of ShortPK decreases and drops below the standard 160-DSEC

The value of|T'| is decided by several factors. First, it is decided by thguency of
broadcasting in applications. Second, it is affected bysike of short-term public key.
If the key is longer, the security is better, and therefdne, key can be used for longer.
For a fixed frequency, this means that the number of broadgastessages (i.e|T)
becomes larger during each short term. Therefore, alththilcommunication cost for
L, = 100 is larger than the standard ECDSA whéj is small, in practice, due to the
security strength of.,,, = 100, we can use a longer term, i.e., we can use a lgfgr
which can reduce communication cost.

Thelifetime duration of T Time synchronization will introduce additional communica
tion cost to the proposed ShortPK scheme. Because the symizétion is not performed
frequently, the added cost can be amortized by the frequertdbast messages. The
amortized cost on each broadcast message depends on davtred: the length of’,
the frequency the synchronization is processed, and théeuaf messages broadcasted
duringT, i.e.,|T|. When the frequency of the synchronization is fixed, the \v&abig" and

|| will affect the performance of ShortPK. The results are shawfigure 8

Figure 8(a) illustrates the impact @fwhen we fix the number of messages broadcasted
in T. We make sure that the message verification ratio is 99%. Becae fix the fre-
guency of time synchronization, the larger the valu& pthe smaller number of messages
broadcasted between the two synchronizations. As a residh broadcast message will
consume a larger portion of energy to perform time synchation. We can see from the
figure that for this scenario, the lifetime of public keys shlibbe reduced.

We are more interested in the impact of ratio betwg@@randT" on the communication
cost. The resultis shown in Figure 8(b). Again, we make cwaethe message verification
ratio is 99%. From this figure, we can see that when there are messages durirng,

i.e., the ratio betwee|T'| andT is large, each broadcast message will consume relatively
smaller portion of its energy on time synchronization.

The Length of Public Keys L,;, In addition to affecting computation cost and security
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strength, the length of public keys also affects commuioatost. We plot the relation-
ship between communication cost and key length in Figurasa{d 9(b).

Figure 9(a) is plotted when we fix the value|@f = 20; namely, we always assume that
each term lasts for the same amount of time for diffedegt values. It is not surprising
to see from this figure that communication cost increaseswthe length of public key
increases. However, we know that when a public key beconmglpits security becomes
stronger, so the lifetime of the key can be increased aaughdi Figure 9(b) is used to
study this observation. We define the frequency of broadwaas the number of messages
broadcasted within a time unit. We use the termifigy = 80 as our time unit, and thus
the value|T'| for L,, = 80 equals the broadcast frequency. We use the security dtrengt
and frequency of,;, = 80 as our baseline. When we chanbg,, to maintain the same
security strength and broadcast frequency, we use Equdijdo adjust the value dfT’|.
The results are plotted in Figure 9(b). The curves reachtandsting lowest point between
L, = 80 andL,, = 85 for the given frequency values. Therefore, for a given aion
(i.e., the frequency is fixed), if we want to maintain the getermined level of security,
we can find the optimal key length.

6. CONCLUSION & FUTURE WORK

Broadcast authentication is a very important issue in gemstvorks. With the “expen-
sive” public key operations finding their way into sensorwaks, the problem of how
to save energy of the sensor nodes becomes imminent. Inaper,pwe present an effi-
cient public-key-based broadcasting authenticationreehthiat can save energy on sensor
nodes. Unlike the existing public-key-based authenticedchemes that use a single strong
public key, our scheme uses many weaker public keys (i.gs Wih shorter length). The
security strength of our scheme is achieved by limiting ife¢éine of each public key. The
main challenge of our scheme is how to distribute these pldelys. We have proposed a
progressive distribution scheme to distribute these plkays in a way that is secure and
resilient to packet loss. Compared to the standard publicakghentication scheme that
uses strong keys, our scheme significantly reduces theyeo@ston signature verification.
Given the length of the public key and similar hardware emvinent, the effectiveness of
our scheme depends on how fast the signature can be verifredSDSA. This involves
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the choice of optimized curve domain parameters. Althougimynresearch groups are
actively studying various optimization methods, they ryofstcus on stronger ECC keys;
optimal domain parameters for shorter ECC keys are stiNaiteble. In our future work,
we will use the methods developed from those studies to fittdibaurves for shorter ECC
keys.
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A. PROOF OF THEOREM 3.1

PrROOFE To make the notation for subscripts less confusing, we etbe following
equivalent equation:

k
S _p - _ — 2 H)IThn
instead of its original form: P = 1 — {(1 — P,—1) + Pi—1 - [g + (1 = ¢)(1 — )] 713

We usePK — Ph; to denote the event that the public k& is accepted during
phasePh; (note thatPK is used in phaséh; ;). The probability of such an event is
denoted a®r(PK — Ph;); the probability that such event does not occur is denoted as
Pr(—~(PK — Ph;)). Similarly, we definePK — T as the event thaPK is accepted
during the ternil’, whereT' is a term in phasé Because there areterms in a phase, we
have the following relationship:

Pr(~(PK — Ph;)) = Pr(~(PK — T))". 6)

Let PK 1 represent the public key used during the téfnof phasePh;. SincePKr
is broadcasted during phagt,; 1, Pr(PKr — Ph,_1) represents the probability that
PKr is accepted into memory during phaBe;_1. As we know, this probability i$>;. In
other words, during the terffi, the probability that a sensor is able to verify signatuses i
P,

We now computér(—(PK — T)), the probability thatP K is not accepted during
termT. For the event-(PK — T') to occur, there are two possibilities. FirgtKr is
not in the memory, i.ePr(~(PK — T) | -(PKr — Ph;_1)) = 1. SecondPKr is in
the memory, but the packets sent by the base station diitithg not cause? K — T to
occur (due to packet loss or that no packet actually caffigy. Therefore, we have the
following:

Pr(~(PK = T)) = Pr(~(PK — T) | ~«(PK7p — Ph;_1)) * Pr(~(PK7 — Ph;_1))
+Pr(~(PK — T) | (PKy — Phi_1)) * Pr(PKy — Phi_1)
= Pr(~(PKp — Phi_1) + Pr(=(PK — T)
| (PK7 — Ph;_1)) * Pr(PK7 — Ph;_1)
= (1= P)+ P, «Pr(~(PK - T) | (PKr — Phi_1)). 7)

Next, we comput&®r(—(PK — T) | (PKr — Ph;_1)). AtermT has|T| broadcast
messages, we dividéinto | T'| time points, at each of which one broadcast message is sent.
We uset to represent any one of these time points, and ddfile — ¢ as the event that
PK is accepted at the point We first computéPr(—(PK — t) | (PKr — Ph;_1)),
the probability thatP K is not accepted at timewhen PKr is in the memory. In the
following discussion, for the sake of simplicity, we omiethondition(PK; — Ph;_1)
from the expressions.

Pr(~(PK —t)| (PKr — Ph;_1))
= Pr(“Packet is lost] 4+ Pr(“Packet is not lost} - Pr(“Packet does not carry PK”

— g+ (1-g— 1T, ®
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wherePr(“The packet does not carry PKTs calculated in the following way: since each
packet carrie% public keys that are selected framkeys (without duplicate), the proba-
bility that these keys do not includeK is the following

k
”_1.n_2... n= 17 _n—m_ k

& = .

Since there arél’| messages within each teff) we have
Pr(~(PK — T) | (PKy — Ph;_)) = Pr(~(PK —t) | (PKr — Ph;_1))/T!

=w+a—wu—4§wﬂ ©)

Combining Equations (6), (7), and (9) together, we have dhevfing:
Py = Pr(PK — Ph;)) =1—Pr(~(PK — Ph;))"

= 1= {A=R)+ P fa+ (1= )1 = )T
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