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ABSTRACT
A great challenge in securing sensor networks is that sen-
sor nodes can be physically compromised. Once a node is
compromised, attackers can retrieve secret information (e.g.
keys) from the node. In most of the key pre-distribution
schemes, the compromise of secret information on one node
can have substantial impact on other nodes because secrets
are shared by more than one node in those schemes. Al-
though tamper-resistant hardware can help protect those
secrets, it is still impractical for sensor networks.

Having observed that most sensor network applications
and key pre-distribution schemes can tolerate the compro-
mise of a small number of sensors, we propose to use di-
versity to protect the secret keys in sensor networks. Our
scheme consists of two steps. First, we obfuscate the data
and the code for each sensor, such that, when attackers have
compromised a sensor node, they need to spend a substan-
tial amount of time to find the secrets from the obfuscated
code (e.g., by reverse engineering or code analysis). This
first line of defense raises the bar of difficulty for a success-
ful attack on one single node. Second, for different nodes,
we make sure that the data and code obfuscation methods
are different. This way, even if the attacks have success-
fully derived the location of the secrets, they cannot use the
same location for another node, because for different nodes,
their secrets are stored in different ways and in different
places. Such diversity makes it a daunting job to derive
the secret information from a large number of compromised
nodes. We have implemented our scheme for Mica2 motes,
and we present the results in this paper.
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1. INTRODUCTION
Recent technological advances have made it possible to

develop distributed sensor networks consisting of a large
number of low-cost, low-power, and multi-functional sen-
sor nodes that communicate over short distances through
wireless links. Such sensor networks are ideal candidates for
a wide range of applications such as monitoring of critical
infrastructures, data acquisition in hazardous environments,
and military operations [2]. When sensor networks are de-
ployed in a hostile environment, security becomes extremely
important, as they are prone to different types of malicious
attacks. For example, an adversary can easily listen to the
traffic, impersonate one of the network nodes, or intention-
ally inject misleading information into the networks. There-
fore, because of their importance, it is necessary to guaran-
tee the trustworthiness and resilience of sensor networks.

A great challenge in securing sensor networks is that sen-
sor nodes can be physically compromised. Once a node is
compromised, attackers can retrieve any secret information
(e.g. keys) from the node. If they also understand the be-
havior of the software running on the node, they can to-
tally control the behavior of the compromised node without
violating the communication protocols used by the sensor
networks. Since it is very likely for sensor-network applica-
tions to use commercial-off-the-shelf software, some of which
might be open-source software (i.e., the source code is widely
available), understanding the software behavior is not diffi-
cult.

This problem is aggravated in the key predistribution sce-
nario. Key predistribution enables sensors to set up secret
keys with their neighbors. Due to the energy constraint on
sensor nodes, public key cryptography (which can provide
an easy solution) is too expensive to use; therefore, studies
of this security bootstrapping problem have been primarily
focusing on symmetric key cryptography. Among the pro-
posed schemes, key predistribution is a promising approach
and has been studied extensively [13, 5, 11, 10, 21]. It is
achieved by letting each sensor pre-load a set of keys (or
key materials in some schemes) from a common key pool
prior to deployment. After they are deployed to the sensing



field, they use these key materials to establish secure com-
munication with their neighbors. Because these pre-loaded
keys can be used by multiple sensors, the damage of the
compromise of one sensor can be magnified, and can thus
compromise the security of the communication among non-
compromised sensors. The research in key predistribution
has been trying to reducing such undesirable impact. How-
ever, with limited resources in computation power, memory,
and battery, the problem is difficult to be solved completely.

All the above problems boils down to one fundamental
problem: how can we protect secret information within sen-
sor nodes while assuming that nodes can be physically cap-
tured by attackers? One common solution is to use tamper-
resistant hardware, such as Smartcards. Namely, keys are
stored in this special hardware, and any computation that
needs to use these keys is conducted within the hardware.
While this can be a viable solution, it increases the cost and
energy consumption of sensor nodes. Another solution is
to use code obfuscation. Namely, obfuscation is a transfor-
mation of program code (source code or binary code) into
another program with the same observable behaviors in or-
der to prevent reverse engineering.

It is widely believed that code obfuscation can only raise
the bar for attackers; it cannot totally hide secrets. Sooner
or later, by reverse engineering the obfuscated code, ded-
icated attackers can eventually retrieve the secrets from a
compromised node. However, it is also widely believed that
compromising one or a few node does not always achieve an
effective attack. Designs of sensor-network applications for
hostile environments often assume that sensor nodes can be
captured. Therefore, resilience against node capture is built
into designs. For example, in key predistribution, various
schemes have been proposed to increase resilience against
node capture [10, 11, 4, 28]; in data aggregation, order sta-
tistics has been used to tolerate some number of incorrect
readings from malicious nodes [30, 26, 25]. Therefore, to
achieve an effective attack, attackers need to capture a non-
trivial number of sensors, and successfully retrieve secrets
from these sensors. This is the main observation that moti-
vates this research.

Based on the above observation, if we can raise the bar
of difficulty for a successful attack on one single node to
a certain degree, the bar for a successful attack on a non-
trivial number of nodes can be prohibitively high. It should
be noted that this accumulation of difficulty is based on a
very important condition: attackers’ effort on compromising
one node cannot save their efforts on compromising another
node. In other words, if an attacker has spent 10 hours get-
ting the secrets from one node, he/she might have to spend
another 10 hours to do the same thing for another node.
Therefore, achieving non-repeatability is a unique objective
for code obfuscation in sensor networks because of the large
number of sensor nodes in typical sensor-network applica-
tions.

1.1 Outline of Our Scheme
In this paper, we combine code obfuscation and random-

ization to protect the secret keys of sensor nodes. Our
scheme diversifies data and code segments by creating differ-
ent and obfuscated data and code segments for each node.
Our scheme consists of three major steps: First, the data
structure for storing secret keys is obfuscated. In our scheme,
the k secret keys (each of length L) carried by each sensor

are not stored in memory in a well-recognized data struc-
ture. Instead, they are scrambled using L hash functions;
one has to know all these L hash functions in order to know
all the L bits of a secret key. It is important to note that we
choose different sets of hash functions for each node during
obfuscation.

Second, code is obfuscated. Since these hash functions
can be found in the code segment by using reverse engineer-
ing attacks, we need to obfuscate code to make the attacks
difficult. However, code obfuscation only makes breaking
one single node difficult; breaking the subsequently compro-
mised nodes are quite simple because all the code share the
same control flow. Therefore, the next step is necessary. In
the third step, we randomize control flow of code, such that
the control flow of one node is different from the control flow
of the other nodes. In other words, after the third step, we
have created a different version of the same code for different
node.

Since each node has different hash functions and differ-
ent obfuscated code, compromising a node will not reveal
much useful information that can help simplify the process
of compromising another node.

The contributions of our paper are summarized in the
following:

• We propose a random data and code obfuscation scheme
which is able to generate different version of sensor
software for each sensor node. Although the versions
are not completely different, data and code analysis
of one version cannot help much to simplify the same
process on another version.

• Our proposed scheme can be applied to many applica-
tions, where critical information needs to be protected.
For the sake of substantiation, we present our scheme
in the context of key pre-distribution schemes. Our
scheme can make compromising a large number of se-
cret keys much more difficult, a desirable goal for key
pre-distribution.

• We have implemented our scheme for Mica2 motes,
and have evaluated the performance of our scheme.

1.2 Organization
Our paper is organized as the following: In the next sec-

tion, we present the related work. In Section 3, we present
our main schemes, which include data disguising, code ob-
fuscation, and random code generation. The performance
results are presented in Section 4. Finally, we conclude the
paper in Section 5.

2. RELATED WORK

Diversity. Diversity has been applied at the system level.
It is mostly used to increase resistance to intrusion by in-
creasing software complexity while preserving functionalities
and performance. Diversification makes it hard to analyze
and exploit vulnerabilities in software [19]. A variety of ran-
domization techniques have been proposed, such as stack
randomization [14], instruction set randomization [3, 18], li-
brary randomization [6], system call randomization [6], etc.

Diversification has also been applied at the network level
to improve the diversity of networks. This is achieved by
using different applications, operating systems, and com-
munication protocols [16, 34] within a networked system.



Roux et al. developed cost adaptive mechanism (CAM)
to provide network diversity for MANET reactive routing
protocols [29]. Mont et al. introduced a new approach to
ensure diversity for common, widespread software applica-
tions in which diversity is enforced at the installation time
by a random selection and deployment of critical software
components [24]. Hiltunen et al. have proposed the use
of fine-grain customization and dynamic adaptation as key
enabling technologies [17].

Wang et al. [32] have presented an intrusion tolerant
architecture for distributed services, especially for COTS
servers, which utilizes the techniques of both redundancy
and diversity as building blocks. Ellison et al. [12] have de-
scribed the survivability approach to help assure that a sys-
tem that must operate in an unbounded network is robust
in the presence of attack and will survive attacks that result
in successful intrusions. Dasgupta et al. [8] have focused on
investigating immunological principles in designing a multi-
agent system for intrusion/anomaly detection and response
in the network. Deswarte et al. [9] have focused on diversity,
as a desirable approach for addressing the classes of faults
that underlay all these topics, i.e., design faults and intru-
sion faults. O’Donnell and Sethu [27] have suggested using
different software packages among neighbor nodes in sensor
networks to improve resilience.

Obfuscation. The first classification of obfuscation was
shown in [7], in which obfuscation is categorized as layout
obfuscation, data obfuscation, control obfuscation, and pre-
ventive obfuscation. Layout obfuscation is the changing of
structure for source code or binary code, such as scramble
identifiers, change formatting, and remove comments. Data
obfuscation is the changing of data structure, which is clas-
sified into storage and encoding, aggregation, and ordering.
Control obfuscation is the changing of main skeleton of the
program, which is classified into aggregation, ordering, and
computations. Preventive obfuscation is intended to protect
from decompilers and debuggers.

Wang [31] has proposed a new algorithm for obfuscation
which is mainly consist of three parts: dismantling of con-
trol flow graph, flattening of control flow graph, and addi-
tion of structures with data aliasing. Wroblewski [33] has
developed an obfuscation method that work on the low level
of programming. Linn and Debray [20] have developed ob-
fuscator of executable code to improve resistance to static
disassembly.

Key Pre-distribution. Eschenauer and Gligor proposed
the random key pre-distribution scheme [13], which is based
on the idea that each node chooses m keys from a pool of
keys of size S. Then two nodes have a link between them if
and only if they have a common key. Based on the birthday
paradox, a small number of keys chosen by each node are
enough to achieve a high probability that two nodes share
a common key. Based on Eschenauer and Gligor’s work, a
number of improvements have been proposed [5, 11, 10, 21].
A common property of these schemes is that each node car-
ries a number of keys (or key materials for some scheme) in
their memories. If a node is compromised, all the keys can
be revealed to attackers. Since these keys are also used by
other nodes, if attackers can compromise a set of nodes, the
revealing of the keys stored in their memories can compro-
mise the security of other nodes that are not compromised,
which lowers the network resilience.

Figure 1: Array of the keys, which is indexing by
node ID

Figure 2: Using hashing function to obfuscate and
scramble the keys in data segment

3. DIVERSIFY DATA AND CODE
Secure communication among sensor nodes are based on

encrypted communication channels using a collection of keys.
For example, in order to establish a secure connection be-
tween two nodes in random pairwise keys scheme, we should
have a designated key shared between these nodes. All keys
are stored in the memory of sensor nodes. Our goal is to
protect these keys using obfuscation. The basic comput-
ing power of a Mote is provided by an Atmel ATmega 128
processor with 4KB dynamic data RAM, 128KB program
ROM. We will use data segment here to refer to the mem-
ory dedicated for those keys, which are stored in the 128KB
program ROM.

3.1 Data Disguising
Without loss of generality, we assume that keys are stored

in an array with indices from 0 to m−1 (see Figure 1). Since
this data structure is not a secret, once a node is compro-
mised, attackers can easily identify the keys stored on this
compromised node. To make attackers’ task difficult, we can



hide the key storage, making it more difficult for attackers
to find the keys. However, hiding things in a program is
quite difficult; sooner or later, attackers can find the stor-
age. Since all the nodes save their keys in the same places,
once knowing where keys are stored, finding the keys of the
next compromised nodes will be a trivial task. Therefore,
our goal is two-fold: first, we will make identifying and re-
vealing the keys of the first compromised node a challenge
task; second, we will make the data structures for different
nodes different, so compromising a subsequent new node is
as hard as compromising the first one.

To make identifying the keys of a compromised node a
challenging task, we use hash functions to scramble the keys
in data segment. Note that this is just the traditional hash
functions used in the hash table data structure, rather than
the cryptographic one-way hash functions. We use a differ-
ent hash function for each bit of a key. Assume that the
length of each key is kb, we define kb different hash func-
tions, h1, . . ., hkb, where hj is used for the j-th bit of a key.
We apply these hash functions on the index of each key, and
the results are the indices of the hash table, where the actual
bits of the key are stored. For example, if the index of a key
is i, we apply a hash function h1 on i; we use the first bit of
Keys[h1(i)] to store the first bit of the key i. Similarly, the
j-bit of Keys[hj(i)] stores the j-th bit of the key i. Figure 2
illustrates the scrambling scheme. Given such a scrambled
data structure, each key is thus derived using the following
equation:

Ki = || bit(Keys[hj(i)], j)

j = 1..kb

where

i = 0..m− 1 is Node ID.

m is the number of keys.

kb represent size of the key.

Keys array data structure to store the keys.

hj hashing function for the j-th bit.

bit(x, y) function that return value of y-th bit in x.

|| is the concatenation operator.

We define the following hashing function:

hj(i) = (aj i + bj) mod m, (1)

where aj , bj , and m are hash parameters, and aj and bj are
different for different hash functions.

There are two issues that we need to consider when se-
lecting hash functions. First, each hash function has to be
collision free; otherwise, we might have a undesirable situa-
tion where bits of two different keys are stored in the same
location. Namely, we need to guarantee that hi(k) 6= hi(k

′)
if k 6= k′. However, collision free is not necessary for differ-
ent hash functions; namely it is not a problem if hi(k1) and
hj(k2) collides and have the same value w. Although these
two hash values point to the same entry Keys[w] of the hash
table, the first one only chooses the i-th bit of Keys[w] for
key k1 and the second one chooses the j-th bit of Keys[w]
for key k2; as long as i 6= j, they choose two different bits
(see Figure 3).
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Figure 3: Avoiding collision between hashing func-
tions

Second, hash functions introduce a large amount of un-
used memory space; we need to keep the unused space to
the minimum. To address these two issues, we come up
with the following selection criteria:

• aj and bj are positive integers that affect the number
of collisions and space efficiency.

• The larger the value of m is, the lesser the number of
collisions, but the more the un-used spaces.

• For faster computation of mod operation, m should be
a power of 2; this way, the modulus operation can be
implemented using shift, rather than using expensive
divisions.

• bj and m are relatively prime, so that they do not have
common factors other than 1.

• Every prime factor of m is also a factor of aj − 1.

• If m is a multiple of 4, aj − 1 should be multiple of 4.

Theorem 3.1. Let cj and dj be positive integers. When
m = 2cj , aj = 4dj +1, and bj is positive odd, hj is collisions
free. Moreover, there is no un-used space.

Proof. In the appendix.

In our scheme, the values of aj and bj do not need to be
large numbers. This is because each of these value pairs
only corresponds to one single bit of a key. Therefore, using
brute-force attacks to derive these aj and bj values is even
harder than using brute-force attacks to directly guess each
bit of the key. In other words, if attackers try to derive these
hash parameters to get those keys, they have to derive all
these hash parameters correctly. Based on this observation,
we only use 8 bits for aj and bj .

Using different hashing functions for each node will add
one layer of difficulty and will achieve our second goal, which
is making the process of identifying and revealing the keys
for subsequently compromised nodes as hard as that of the
first one. That can be done, by randomly selecting values
for aj and bj that satisfy the constraints above. In order
for attackers to identify and reveal the keys for any node,
the attackers should find out the values of aj , bj and m for
j = 1..kb. If these values are stored in the data segment
too, attackers’ tasks become quite easy; they just need to
find whether the values are stored. Therefore, it is important
to hide these hash parameters.



Figure 4: Keys protection outline

3.2 Code Obfuscation
We propose to hide aj ,bj , and m values inside the code

segment; then we apply code obfuscation to make code analy-
sis a difficult task, so that attackers will find it difficult to
extract these values. Our code obfuscator breaks down all
important constants in the code and replaces them with
pieces of code that construct the values. Moreover, our code
obfuscator randomly generates different code for each node;
therefore, even if the attackers, after code analysis, have
successfully found the locations for these hash parameters
in one compromised node, the analysis results will not help
them to easily get the locations of the hash parameters in a
new node. They have to repeat their code analysis on the
new node.

Our code obfuscator consists of several components, in-
cluding code preprocessing, intermediate code construction,
code flattening, random code generation, and finalizing. Each
component is responsible for part of the obfuscation, but
some of them may run more than once.

3.2.1 Code preprocessing
Code preprocessing is responsible for preparing the code

for the other stages of obfuscation. It removes comments,
standardizes loop and control instructions, splits variable
declarations, and formats instructions. The main goal of
this component is to make the job of the other stages easier.
Dividing the obfuscator into separate stages simplifies the
design, implementation, and testing.

3.2.2 Intermediate code construction
We need to transform a program to another semantically-

equivalent program; our transformation is performed at the
source code level. However, directly transforming the origi-
nal source code written in NesC or C languages is a difficult
task. We take a widely-adopted approach: first, we convert

Figure 5: Code obfuscation outline

the source code of the original program into an intermedi-
ate code representation; and then we construct the target
program from the intermediate code, which is usually much
easier to deal with and can be processed faster [31, 33].

Converting source code into an intermediate code and
working on this intermediate code has many advantages: in-
termediate code is simpler than the original code; it is more
flexible to read and process intermediate code; the structures
of intermediate code are clearer; tools are available for stan-
dard intermediate code. Moreover, using intermediate code
simplifies the design, implementation, and maintenance of
code obfuscator.

In the obfuscation related research, SUIF-2 [1] is a widely-
adopted tool for creating intermediate representation. SUIF-
2 is a compiler infrastructure project, which is co-funded by
DARPA and NSF. It is a new version of the SUIF com-
piler system, a free infrastructure designed to support col-
laborative research in optimizing and parallelizing compil-
ers. However, Since SUIF-2 was not developed for NesC
language (the language used by TinyOS), a number of con-
straints and structures are not supported by SUIF-2. NesC
has several characteristics that differ from other languages
[15], such as the separation of construction and composi-
tion, the specification of component behavior in terms of
set of interfaces, and the bidirectional interfaces. Moreover,
in nesC, components are statically linked to each other via
their interfaces, and nesC is designed under the expectation
that code will be generated by whole-program compilers.
Furthermore, nesC has it own statements that do not ex-
ist in the closest language C, such as connecting interfaces
instructions, and events; it has a restricted variables decla-
ration order where all variables should declared before any
other statement. A few statements syntax also differs be-
tween nesC and C languages. All these differences require



Figure 6: Example of code flattening

us to write a new front tool for SUIF to compile and read
nesC code. Therefore, we decided to develop our own tool
instead of using SUIF.

We use the Extensible Markup Language (XML) as our
intermediate representation because of a number of reasons:
(1) XML documents are easily readable and self-describing:
it is easy for a person to read and understand a well-design
xml document. (2) XML is interoperable: XML is open for
everyone. (3) XML documents can be hierarchical: it is easy
for XML to represent any complex hierarchical structure
such as parsing tree. (4) We do not have to write the parser:
there are many xml parsers available either as stand-alone
programs or as object-based components, such as the XML
parser in Microsoft .Net. We use the XML parser provided
in C#.

3.2.3 Code Flattening
An effective way to make code analysis difficult is to make

the control flow of a program difficult to understand. Con-
trol flow graph (CFG) is graph representation of all paths
that might be traversed through a program during its exe-
cution. Each node in a control flow graph represents a basic
block with no jump statement or jump target (label), while
each edge represents a jump statement from the end of a
source block to the beginning of a destination block. Con-
trol flow graph is essential not only to static analysis tools
but also to many compiler optimizations.

Code flattening is a method for scrambling the control flow
of a program by code transformation. It transforms the code
into another code, in which all jump statements depend on
dynamic values and may jump to any basic block. In other
words, control flow graph will be transformed into a partial
complete graph that is useless for static analysis. We need
to use code flattening to eliminate and destroy the control
flow graph (skeleton) of program code so that static analysis
can not be used efficiently anymore.

Code flattening, first proposed by Wang [31], is performed
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for each version
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Figure 7: Objectives of random code generation

in two steps. In the first step, all high-level control instruc-
tions are transformed into their equivalent if-then-goto in-
structions. In the second step, goto instructions are modified
such that their target addresses are determined dynamically.

One way to do code flattening is to transform the con-
trol flow graph of each function into one big switch state-
ment. In which, every case statement represents an edge in
the flow graph before the next control statement (see Fig-
ure 6). In this manner, each function consists of one big
switch statement, which hides the control flow skeleton of
that function, while the branches are replaced with data-
dependent instructions. However, the process of flattening
can be reversed easily, because the data causing jumps be-
tween cases are constants. In our obfuscator, we replace
each constant with a piece of code that deals with pointers.
Injecting these pieces of code into the original code make
static analysis of the code difficult, because the shape of the
control flow graph is now dependent on the data that cannot
be found out using static analysis. More details about in-
jecting these codes are given in the next subsection (random
code generation).

Code flattening can be easily achieved if the source code
has already been transformed to an intermediate code, which
represents the syntactic structure tree of the source code.
Given the control flow that can be extracted easily from the
tree, each edge in the graph can be transformed as one case
in the flattening switch statement. The complexity of this
process is as hard as processing and querying intermediate
code, so that the more flexible and simpler intermediate code
is, the easier the flattening process is.

3.2.4 Random code generation
To diversify sensor node, we use random code generation

to create different version of the same code for each node,
as well as to hide constant data. In order to make the out-
put code hard to analyze, random code generation uses a
randomly generated dynamic data structure. The inserted



No

certain properties

dynamic structures
Random complex

that satisfy
S1, S2, ..., and Sk

C1, C2, ..., and Ci

while keep holding all properties

Create random peice of code
that manipulate subset of

S1, S2, ..., and Sk

C1, C2, ..., and Ci

Insert this code to
obfuscate program code

Program code

More?
Yes

Figure 8: Random code generation cycle

code handles and processes this structure in such a way that
certain properties about the structure are preserved, where
these properties are randomly created. The structure in-
volves a lot of pointers and dynamic data structures, be-
cause it is well-known that analyzing code that deals with
pointers and dynamic data structures is a difficult task and
cannot be done easily using static analysis. These pieces
of code that we generate can be used to construct constant
data, so we do not need to store these constant data in plain-
text in the code. Moreover, they can also be used to insert
control flow instruction that does not affect the output of
the obfuscated code. As a result of that, attacker should
identify and understand the inserted code in order to ana-
lyze the obfuscated code. Since the dynamic data structure
and its reserved properties are randomly generated, attacker
should start from zero every time he/she analyzes the code
of a newly captured sensor node; the correlation of code
among nodes is very low.

The objectives of random code generation can be summa-
rized as the following (see Figure 7):

1. Generating a different version of code for each sen-
sor node. Without random code generation, the codes
running on each sensor node are not diversified.

2. Hiding constant values in the code, by replacing them
with dynamically generated values based on a sequence
of expressions.

The process of random code generation is described in the
following:

• Each version is based on different and randomly gen-
erated complex dynamic structure S1, . . ., Sk, such
that no two versions share the same dynamic struc-
tures (see Figure 8). Si could be any dynamic data
structure that is complex to analyze or understand,
such as dynamic graph data structures.

• Each piece of code inserted to the program code is
a randomly generated code that manipulate S1, . . .,

Sk while preserving the properties C1, . . ., Ci about
the structures, such that no two pieces of code are
similar. Ci represents a certain property about S1,
. . ., Sk. Values storing in certain locations have certain
property (e.g. fix value, even, odd, or follow a certain
relation), or some pointers are always point to different
isolated graphs.

• C1, . . ., Ci are different from one version to another.

• Using code flattening to disguise the control flow and
to make the task of finding similarity among versions
difficult. In this case, static analysis will not be much
useful.

In order to make it more difficult for attackers, code flat-
tening and random code generation can be applied more
than once until we get a best result within the resource con-
straints. Since sensor nodes have limited resources, it may
limit any obfuscator from producing a un-breakable code.
However, as we have stated before, the objective of our pro-
posed scheme is to make the cost of breaking a non-trivial
number of sensor nodes prohibitively high.

3.2.5 Finalizing
This is the final stage, in which we conduct some fur-

ther obfuscation, such as removing comments, changing the
formatting, changing identifiers (e.g. method and variable
names) into meaningless names, and removing debug infor-
mation. We also pre-process the intermediate code to be
transformed back to nesC code.

3.3 Optimization
Sensor nodes (e.g. Mica2) have limited memory, lim-

ited CPU power, and limited batteries. Our scheme output
should run within these constraints and limitations, while
achieving our diversity goals. When the program source
code is really large, resources slack will be small which will
have direct effects on the diversity quality and performance.
There are a number of methods to optimize the performance
of our scheme within a short resource slack. All these meth-
ods are based on the facts that not all codes have the same
importance from the security prospective. In this subsec-
tion, we consider several optimization techniques.

The first technique reduces the number of constant values
that need to hidden using temporary variables. For example,
if we have two variables that need to be set to the same value,
we can set one of the variables to that value and get the value
of the other variable from the first one. In this manner, the
number of constant values appearing in the source code is
reduced.

The second technique leaves some functions un-obfuscated.
These functions can be selected before obfuscation starts by
using special tags as indicator. Functions that are not con-
sidered for obfuscation are less important, from the security
prospective, than the other functions. Namely, being able
to understand the source code for these functions does not
reveal much information about the keys.

The third technique randomly ignores some constant value
from our random code generation. In the same manner as
we have in the second technique, values that need not to
be considered for obfuscation should be selected before ob-
fuscation starts by using special tag. Values are not equally
important. For example, values related to hashing functions



Figure 9: Obfuscation transformation measures, ac-
cording to [33]

such as aj , bj , and m are extremely important than values
related to other different tasks. Instead of using tags to
mark values that need to be obfuscated, we can prioritize
these values so that the obfuscator can compare the im-
portance of each value with other. In this way, obfuscator
can start with the highest priority values first; if resource
permits, the obfuscator can continue obfuscating the values
with lower priority, and so on until we reach the desirable
results.

4. PERFORMANCE EVALUATION
We have implemented out scheme on Mica2 sensor nodes,

we present the performance results in this section. We di-
vide this section into 3 parts. First, we explain the evalu-
ation metrics; second, we show the configuration of our ex-
periments; finally, we present our results and explain their
meaning.

4.1 Performance Metrics
To evaluate the effectiveness and efficiency of our obfus-

cation scheme, a number of things need to be measured.
Collberg et al. classify the criteria for evaluating a code
obfuscation scheme into three categories [7] (also see figure
12):

• Potency: measure of code complexity for human to
understand.

• Resilience: measure how hard and protected the code
is against automatic deobfuscator.

• Cost: measure how much resource is needed by the
obfuscated code.

Based on the above classification, and considered the spe-
cial properties of sensor nodes, we have developed the fol-
lowing metrics, and will use them to evaluate our scheme.

1. Running Time: The running time is a very impor-
tant factor and constraint for wireless sensor network,
because of its limited power and the fact that data
might be time sensitive. Obfuscated code always need
more time than the original code; however this increase
should be reasonable and should not exceed the re-
source capabilities and application constraints. Any
obfuscated code that takes much longer time to run
than its original code will be inapplicable.

2. Memory: sensor nodes have limited amount memory;
for example Mica2 motes have 128K bytes of program
flash memory (ROM) and 4k bytes of physical RAM.

Our scheme should be able to work within these lim-
its, and should not generate programs that exceed the
memory constraints.

3. Lines of code: the oldest and most commonly used
measure of source code program length is the number
of lines of code (LOC). It was a naive way to measure
the complexity of a program. Two reasons why LOC
is popular are that it is easy to calculate, and most
developers have an intuition as to what a line of code
is. LOC metric has never been formalized and defined
clearly by any standards organization. There are two
major types of LOC measures: physical LOC and logi-
cal LOC. Physical LOC is mainly the number of physi-
cal lines in the text of the program’s source code while
logical LOC measures the number of statements which
is specifically defined by their corresponding program-
ming languages. In our paper, we use the most com-
monly used physical LOC–the count of non-blank and
non-comment lines in the text of a program’s source
code.

4. Cyclomatic complexity: Cyclomatic complexity, devel-
oped by Thomas McCabe, is one of the most widely
and effective software metrics [22, 23]. It is used to
measure the complexity of a program by measuring
the number of linearly-independent paths in the pro-
gram. The cyclomatic complexity of a software module
is calculated from a control flow graph of the module
using the following formula:

CC = E −N + P

where CC is cyclomatic complexity, E is the number
of edges of the graph, N is the number of nodes of the
graph, and P is the number of connected components.

4.2 Experiments Configuration
In this subsection, we present our experiment configura-

tion, which includes obfuscator input, the obfuscator itself,
and output.

Input: The RC5 application program was our input for
obfuscator. It is a program that uses the RC5 encryp-
tion/decryption algorithm to encrypt/decrypt a sequence of
data block. RC5 is a fast block cipher designed by Rivest in
1994.

RC5 has many features that make it a desirable choice for
sensor networks, such as:

1. It is a parameterized algorithm with a variable key size,
variable number of rounds, and a variable block size.
The key can range from 0 bits to 2040 bits in size, while
the number of rounds can range from 0 to 255. The
block size can be chosen as 32 bits for experiments and
evaluation, 64 bits for DES replacement, or 128 bits
for high security application. This provides a great
flexibility to RC5 in term of performance, speed, and
security.

2. The encryption routine consists of three primitive op-
erations; integer addition, bitwise XOR, and variable
rotation. This simplicity of RC5 makes it easy to im-
plement and analyze.

3. Heavy use of data-dependent rotations and the mix-
ture of different operations provide the security of RC5.



4. RC5 is a fast block cipher, which make it a good choice
for wireless sensor networks.

There are different encryption/decryption algorithms that
can be used instead. However we have selected RC5 for the
features it provides beside that it has been implemented in
TinySec, which is commonly used in the TinyOS community.
We have selected the following values as the configuration
of our experiments.

• Number of rounds is 12.

• Block size is 8 bytes (64 bits).

• Key size is 8 bytes (64 bits).

• TinySec implementation.

Although we believe that obfuscating the entire whole
TinyOS code will give better results, we have obfuscated
only the application code rather than the entire TinyOS
code. We have done that because when the TinyOS exe-
cutable file – which is loaded to sensor node – is generated,
it mainly consists of two separate parts: one for the appli-
cation and the other for the TinyOS libraries. Mixing them
together is difficult, but will be the pursue of our future
work. Furthermore, the parts of code that we do not obfus-
cate include the library codes and machine-dependent code
that are not much important from the security prospective.
They are not dealing with hashing keys, parameters, or even
the main logic of our code, so that revealing these parts and
being able to read them and understand them does not help
attackers much to achieve their goals.

It is really important to notice that, we do not just obfus-
cate the RC5 algorithm; we apply our scheme to the entire
RC5 application code and the libraries it uses. However, we
do not obfuscate the TinyOS libraries.

Obfuscator: As we mentioned above, we have different
phases; hashing, flattening, and constant hiding and code
generation. We have done the following experiments based
on the configuration of these phases:

• Original program: in which we simply run the original
un-obfuscated code.

• Data obfuscation: in which we apply the data obfusca-
tion only; the goal is to scramble the keys using hash-
ing functions.

• Data and one pass code obfuscation (Flattening only):
beside our data obfuscation, we apply one pass of code
flattening only.

• Full one pass obfuscation: in which a full one pass data
obfuscation and code obfuscation is applied. Since
full obfuscation will increase time and memory usage,
we have also implemented four different optimization
(they are described in the descending order in terms
of their obfuscation strength): (1) full one pass ob-
fuscation 1, where we do not have any optimization;
(2) full one pass obfuscation 2, where the number of
constant values that need to hidden is reduced using
temporary variables; (3) full one pass obfuscation 3,
where the functions that do not need to be obfuscated
are identified using special tags; (4) full one pass ob-
fuscation 4, where some constant values are ignored in
our random code generation.

Figure 10: Lines of code (LOC)

Output: We have compiled and built the output codes to
run under Mica2 platform. We used the default compila-
tion and building flags and options that are defined in the
Makerules file. The optimization flag is defined as -Os which
is the default value too. We used the same rules for all ex-
periments.

4.3 Experiments Results
We have plotted the results as bar charts. In each figure,

we set the performance of the original code as the basic
unit 1, so the y-axe shows the relative performance data
of the obfuscated code to the original code. The absolute
performance values are written on the top of each bar.

4.3.1 Code Complexity
To demonstrate how hard it is for attackers to analyze

our obfuscated code, we use two well-known metrics: one
is to use the number of lines, and the other is to use the
cyclomatic complexity.

Our scheme and obfuscator are expected to increase the
number of logical instruction and lines of source code. In-
creasing lines of codes (LOC) represents the increase in the
complexity of the code, because new lines are used to add
complex structure and code to our original input code. Fig-
ure 10 shows the increase in LOC. We have found that ap-
plying data obfuscation and code flattening only does not
increase LOC much. This is because data obfuscation does
not add much code, while code flattening focuses on hid-
ing the skeleton of control flow rather than increasing lines
of code. However, the full code obfuscation increases the
lines of code very significantly. The increase of LOC will be
reduced when optimization is applied.

Cyclomatic complexity is one of the most widely-used and
effective software metrics. Cyclomatic complexity metric is
collected by a static analyzer from source code. We plot our
results in Figure 11. The results show that our code obfus-
cation increases the cyclomatic complexity quite drastically.
For example, the full obfuscation (without optimization) can
increase the cyclomatic complexity by 95 times; even with
optimization (e.g. level 3), the cyclomatic complexity can
still be increased by 27 times. It is believed that the cyclo-



Figure 11: Cyclomatic complexity

matic complexity gives a good indicator on how difficult a
code can be understood by human.

4.3.2 Running Time
For real-time applications, time is an important factor.

In this experiment, we measure the running time of the pro-
gram under mica2 platform. We compare the running time
of the obfuscated code with that of the original code. Fig-
ure 12 depicts the results. From the figure, we can see that
the increase caused by data obfuscation is trivial (only 2%).
When we apply the data obfuscation and code flattening
together, the running time is increased by 25%. When we
apply full obfuscations, the running time is increased quite
substantially. Our results have also shown that when opti-
mization level is increased, the running time can drop. Of
course, as we have shown before, aggressive optimization
can negate some of the obfuscations and can thus make code
analysis easier for attackers. However, It is worth to note
that when we use the “full one pass obfuscation 3”, the run-
ning overhead is reduced to just 43%. As we can see from
Figure 10 and Figure 11, at this level of optimization, the
complexity of the obfuscated code is still reasonably high.
Therefore, this level of optimization seems a good tradeoff
between code performance and complexity.

It should also be noted that the running-time overhead
is just for encryption/decryption, which only accounts for
a small portion of the running time in most applications.
Therefore, the impact of the code obfuscation on applica-
tions is quite small.

4.3.3 Memory
Memory is also a limited resource in sensor nodes, espe-

cially the RAM, because Mica2 nodes have 4kbytes of RAM
and 128 Kbytes of ROM. We have measured the memory
usage for both original RC5 code and the obfuscated RC5
code. Our results are depicted in Figure 13 for RAM and in
Figure 14 for ROM.

Our results have shown that code obfuscation does not
have any impact on the RAM usage. However, it does have a
substantial impact on ROM usage. From the results, we can
see that without any optimization, the full code obfuscation

Figure 12: Running time in seconds

Figure 13: RAM in bytes

can make the code about 12 times as large. With certain
degree of optimization, the size can be reduced to 6 times as
large for “full one pass obfuscation 3”. These increases are
justifiable because more code should be inserted to achieve
and scrambling and data obfuscation. Although the increase
of ROM usage is substantial, we believe that since RC5 is
the only program that we need to obfuscate, the impact on
the overall ROM usage (including applications) will still be
reasonable. Moreover, since the unused ROM will be mostly
wasted once a sensor is deployed, it is desirable to use those
unused ROM space for code obfuscation purpose.

5. CONCLUSION
Our paper shows that diversity approaches can be applied

to sensor nodes and TinyOS. We have implemented a scheme
to diversify sensor nodes to improve resilience against cap-
ture. Our scheme is a diversified key protection scheme for
sensor network, which diversifies data and code segments by
creating different and obfuscated data and code segment for



Figure 14: ROM in bytes

each node in the network. We have implemented our scheme
for Mica2 motes.

Although sensor nodes have limited resources, the way
nodes are deployed does not require a perfect obfuscation
scheme. Our scheme achieves the following goal: attackers’
effort on compromising one node cannot save their efforts
on compromising another node. Therefore, achieving non-
repeatability is a unique objective for code obfuscation in
sensor networks because of the large number of sensor nodes
in typical sensor-network applications.

There are many open research areas for applying diver-
sity to enhance security in wireless sensor networks, such as
applying diversity for key predistribution scheme, localiza-
tion in wireless sensor networks, energy management, and
network management. Our results have shown that using
diversity to enhance security in sensor networks is a viable
solution.
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7. APPENDIX
Proof of Theorem 3.1. In order to prove that hj is col-
lision free and there is no un-used space, we have to prove
that the following conditions are satisfied

• aj and bj are positive integers.

• bj and m are relatively prime, so that they do not have
common factors other than 1.

• Every prime factor of m is also a factor of aj − 1.

• If m is a multiple of 4, aj − 1 should be multiple of 4.

These conditions as we explained in our paper, represents
the require selection criteria in order the hashing function
to be collision free and does not have un-used space. These
rules are based on linear-congruential generators and theory
of congruences.

Since

dj is a positive integer ⇒ 4dj + 1 is positive integer

⇒ aj is positive integer (2)

bj is positive odd ⇒ bj is positive integer (3)

From 2 and 3, the first condition is satisfied.

Since bj is odd, then 2 is not a prime factor for bj .
However, m = 2cj which means that 2 is the only prime
factor for m.
Therefore m and bj do not share any prime factor.
Therefore m and bj are relatively prime and the second con-
dition is satisfied.

Since

4dj |2 ⇒ aj − 1|2 (4)

m = 2cj ⇒ 2 is the only prime factor of m (5)

From 4 and 5, every prime factor of m is also a prime factor
of aj − 1, and condition 3 is satisfied.

Since

4dj |4 ⇒ aj − 1|4 aj − 1 is multiple of 4 (6)

From 6, condition is satisfied.

Therefore all conditions satisfied and the theorem is proven.


