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Abstract— To achieve security in wireless sensor networks, it sonate one of the network nodesor intentionally provide
is important to be able to encrypt messages sent among sensormisleading information to other nodes. To provide secprity
nodes. Keys for encryption purposes must be agreed upon by commynication should be encrypted and authenticated. An

communicating nodes. Due to resource constraints, achieving nr rch problem is how to bootstr p mm
such key agreement in wireless sensor networks is non-trivial. open research problem IS how to bootstrap secure co u-

Many key agreement schemes used in general networks, such aglications among sensor nodes, i.e. how to set up secret keys
Diffie-Hellman and public-key based schemes, are not suitable among communicating nodes?
for wireless sensor networks. Pre-distribution of secret keys fo This key agreement problem is a part of ey management

all pairs of nodes is not viable due to the large amount of memory : . sy
used when the network size is large. Recently, a random key pre- problem, which has been widely studied in general network

distribution scheme and its improvements have been proposed. €nvironments. There are three types of general key agréemen

A common assumption made by these random key pre- Schemes: trusted-server scheme, self-enforcing schemde, a
distribution schemes is that no deployment knowledge is avail- key pre-distribution scheme. Theusted-serverscheme de-
able. Noticing that in many practical scenarios, certain deploy- pends on a trusted server for key agreement between nodes,
ment knowledge may be availablea priori, we propose a novel o o ' kerheros [4]. This type of scheme is not suitable for
random key pre-distribution scheme that exploits deployment ' . .
knowledge and avoids unnecessary key assignments. We shovwp€NSOr networks because there is usually no trusted infeast
that the performance (including connectivity, memory usage, ture in sensor networks. Theelf-enforcingscheme depends
and network resilience against node capture) of sensor networks on asymmetric cryptography, such as key agreement using
can be substantially improved with the use of our proposed pyplic key certificates. However, limited computation and
scheme. The sc;heme and its detailed performance evaluation areenergy resources of sensor nodes often make it undesirable
presented in this paper. . . oo

to use public key algorithms, such as Diffie-Hellman key

agreement [5] or RSA [6], as pointed out in [7]. The third
type of key agreement scheme is kane-distribution where

Recent advances in electronic and computer technologi@s information is distributed among all sensor nodes prior
have paved the way for the proliferation of wireless sensgs deployment. If we know which nodes are more likely to
networks (WSN). Sensor networks usually consist of a larggéay in the same neighborhood before deployment, keys can
number of ultra-small autonomous devices. Each devickedtalpe decideda priori. However, because of the randomness of
a sensor node, is battery powered and equipped with intRe deployment, knowing the set of neighbors determirzsic
grated sensors, data processing capabilities, and sir@ger might not be feasible.
radio communications. In typical application scenari@hser  There exist a number of key pre-distribution schemes. A
nodes are spread randomly over the deployment region unglgfve solution is to let all the nodes carrynaaster secret
scrutiny and collect sensor data. Examples of sensor nktw@ey Any pair of nodes can use this global master secret key
projects include SmartDust [1] and WINS [2]. to achieve key agreement and obtain a new pairwise key.

Sensor networks are being deployed for a wide variety ghjs scheme does not exhibit desirable network resiliefice:
applications [3], including military sensing and trackir@n- one node is compromised, the security of the entire sensor
vironment monitoring, patient monitoring and tracking,&t network will be compromised. Some existing studies suggest
environments, etc. When sensor networks are deployed irtgring the master key in tamper-resistant hardware toceedu
hostile environment, security becomes extremely impoértan
as they are prone to different types of malicious attacks. FO 1, s paper, we use the terms sensors, sensor nodes, ansl intete
example, an adversary can easily listen to the traffic, impenangeably.

I. INTRODUCTION



the risk, but this increases the cost and energy consumptirits neighboring nodes, and save these keys'snmemory.
of each sensor. Furthermore, tamper-resistant hardwaglt miThis guarantees that each node can establish a secure thanne
not always be safe [8]. Another key pre-distribution schemwith each of its neighbors after deployment.
is to let each sensor cary — 1 secret pairwise keys, each However, because of the randomness of deployment, it is
of which is known only to this sensor and one of the othaemrealistic to know the exact set of neighbors of each node,
N —1 sensors (assuminy is the total number of sensors). Thebut knowing the set opossibleor likely neighbors for each
resilience of this scheme is perfect because compromisirg mode is much more realistic. However, the number of possible
node does not affect the security of communications amongighbors can be very large and it may not be feasible for a
other nodes; however, this scheme is impractical for senssensor to store the secret keys for each potential neighimor d
with an extremely limited amount of memory becadéeould to memory limitations. This problem can be solved using the
be large. Moreover, adding new nodes to a pre-existing sensandom key pre-distribution scheme [9], i.e., instead airgu
network is difficult because the existing nodes do not haee thnteeing that any two neighboring nodes can find a common
new nodes’ keys. secret key withl00% certainty, we only guarantee that any two
Eschenauer and Gligor recently proposed a random kegighboring nodes can find a common secret key with a certain
pre-distribution scheme: before deployment, each serme n probability p. In this paper, we exploit deployment knowledge
receives a random subset of keys from a large key poal.the random key pre-distribution scheme [9], such that the
To agree on a key for communication, two nodes find orprobability p can be maximized while the other performance
common key within their subsets and use that key as themetrics (such as security and memory usage) are not degraded
shared secret key [9]. Our scheme is based on the Eschenauebeployment knowledge can be modeled using probability
Gligor scheme, and we refer to this scheme as lhsic density functions (pdfs). When the pdf is uniform, no infor-
schemethroughout this paper. An overview of it is given inmation can be gained on where a node is more likely to reside.
Section Il. The Eschenauer-Gligor scheme is further impdovAll the existing key pre-distribution schemes assume such a
by Chan, Perrig, and Song [10], by Du, Deng, Han, anghiform distribution. In this paper, we look at non-uniform

Varshney [11], and by Liu and Ning [12]. pdf functions. Since the distribution is different from form
. distribution, it is equivalent to saying that we know that a
A. Outline of Our Scheme sensor is more likely to be deployed in certain areas. We will

Although the proposed schemes provided viable solutioskow how this knowledge can help improve the random key
to the key pre-distribution problem, they have not exphbitepre-distribution scheme proposed by Eschenauer and Gligor
a piece of information that might significantly improve theiin [9]. To demonstrate the effectiveness of our method, we
performance. This piece of information rde deployment studied a specific distribution, the Normal (Gaussianithist
knowledge which, in practice, can be derived from the wayion, in great depth. Our results show substantial impraamm
that nodes are deployed. over existing schemes.

Let us look at a deployment method that uses an airplane | o
to deploy sensor nodes. The sensors are first pre-arrange@-if¥iain Contributions of Our Scheme
a sequence of smaller groups. These groups are dropped odthe main contributions of this paper are summarized in the
of the airplane sequentially as the plane flies forward. Thigllowing:
is analogous to parachuting troops or dropping cargo in ai1) We model node deployment knowledge in a wireless
sequence. The sensor groups that are dropped next to each sensor network, and develop a key pre-distribution
other have a better chance to be close to each other on the scheme based on this model. This is the first attempt
ground. This spatial relation between sensors derivedr prio  at the use of deployment knowledge while developing a
to deployment can be useful for key pre-distribution. The  key pre-distribution scheme.
goal of this paper is to show that knowledge regarding the2) We show that key pre-distribution with deployment
actual non-uniform sensor deployment can help us improve knowledge can substantially improve a network’s con-
the performance of a key pre-distribution scheme. nectivity (in terms of secure links) and resilience against

Knowing which sensors are close to each other is important  node capture, and reduce the amount of memory re-
to key pre-distribution. In sensor networks, long distance  quired.
peer-to-peer secure communication between sensor nodes is
rare and unnecessary in many applications. The primdry Related Work
goal of secure communication in wireless sensor networks isThe Eschenauer-Gligor scheme [9] have been described
to provide such communications among neighboring nodesarlier in this section. We will give a more detailed destioip
Therefore, the most important knowledge that can benefito&this scheme in Section Il. Based on the Eschenauer-Gligor
key-predistribution scheme is the knowledge abihat nodes scheme, Chan, Perrig, and Song proposegecamposite ran-
that are likely to be the neighbors of each sensor ndileen dom key pre-distribution scheme [10]. The difference betwe
we know deterministically the neighbors of each node in ththis scheme and the Eschenauer-Gligor scheme is ¢hat
network, key pre-distribution becomes trivial: for eaclde@a, common keys{ > 1), instead of just a single one, are needed
we just need to generate a pairwise key betweeand each to establish secure communications between a pair of ntides.



is shown that, by increasing the valuegfnetwork resilience lishment.

against node capture is improved, i.e., an attacker has tdn the key pre-distribution phaseeach sensor node ran-
compromise many more nodes to achieve a high probabilitpmly selectsn distinct cryptographic keys from a key pool
of compromised communication. S, and stores them in its memory. This setofkeys is called

Du, Deng, Han, and Varshney proposed a new key pre node’skey ring The number of keys in the key podk|,
distribution scheme [11], which substantially improve® this chosen such that two random subsets of sizin S share
resilience of the network compared to the existing schemead.least one key with some probability
This scheme exhibits a nice threshold property: when theAfter the nodes are deployed, key-setup phasés per-
number of compromised nodes is less than the threshold, fbemed. During this phase, each pair of neighboring nodes
probability that any nodes other than these compromisedsodittempt to find a common key that they share. If such a
are affected is close to zero. This desirable property lswetey exists, the key is used to secure the communication
the initial payoff of smaller scale network breaches to aink between these two nodes. After key-setup is complete,
adversary, and makes it necessary for the adversary tdkattacconnected graph of secure links is formed. Nodes can then
a significant proportion of the network. A similar method iset uppath keyswith their neighbors with whom they do not
also developed by Liu and Ning [12]. share keys. If the graph is connected, a path can always be

The ideas described in this paper can be applied to all found from a source node to any of its neighbors. The source
the above pre-distribution schemes to further improvertheiode can then generate a path key and send it securely via the
performance. path to the target node.

Blundo et al. proposed several schemes which allow anyThe size of the key pod} is critical to both the connectivity
group of ¢ parties to compute a common key while beingnd the resilience of the schem@onnectivityis defined as
secure against collusion between some of them [13]. Theake probability that any two neighboring nodes share one key
schemes focus on saving communication costs while memdrgsilienceis defined as the fraction of the secure links that
constraints are not placed on group members. are compromised after a certain number of nodes are captured

Perrig et al. proposed SPINS, a security architecture Bpecby the adversaries.
cally designed for sensor networks [7]. In SPINS, each senso At one extreme, if the size of is one, i.e.,|S| = 1, the
node shares a secret key with the base station. Two sensthieme is actually reduced to the naive master-key scheme.
nodes cannot directly establish a secret key. However, thElis scheme yields a high connectivity, but it is not resilie
can use the base station as a trusted third party to set up dgainst node capture because the capture of one node can
secret key. compromise the whole network. At the other extreme, if the

Several other key distribution schemes have been propoged pool is very large, e.dS| = 100, 000, resilience becomes
for mobile computing, although they are not specificalljnuch better, but connectivity of the sensor network becomes
targeted at sensor networks. Tatebayashi, Matsuzaki, and Nlow. For example, as indicated in [9], in this case, even when
man consider key distribution for resource-starved devioe each sensor selects = 200 keys from this large key pod,

a mobile environment [14]. This work is further improvedhe probability that any two neighboring nodes share attleas
by Park et al. [15]. Other key agreement and authenticatione key is only0.33.

protocols include the one by Beller and Yacobi [16]. A survey How can we pick a large key pool while still maintaining

on key distribution and authentication for resource-gdrv high connectivity? In this paper, we use deployment knowl-
devices in mobile environments is given in [17]. The majoritedge to solve this problem.

of these approaches rely on asymmetric cryptography, which
is not a feasible solution for sensor networks [7]. Sevetia¢io
methods based on asymmetric cryptography are also proposedVe assume that sensor nodes are static once they are
Zhou and Hass propose a secure ad hoc network using sedegiloyed. We defineleployment pointis the point location
sharing and threshold cryptography [18]. Kong et al. alsshere a sensor is to be deployed. This is not the locationavher
propose localized public-key infrastructure mechanidmsed this sensor finally resides. The sensor node can resideratspoi
on secret sharing schemes [19]. around this point according to a certain pdf and this poittés

Stajanor and Anderson studied the issues of bootstrappingan of the pdf. As an example, let us consider the case where
security devices, and they proposed a solution that regjuisensors are deployed by dropping them from a helicopter.
physical contact of the new device with a master devicehe deployment point is the location of the helicopter. We
to imprint the trusted and secret information [20]. Key prealso defineresident pointas the point location where a sensor
distribution is similar to the “imprinting” process, butdin finally resides.
focuses are different.

I11. M ODELING OF THEDEPLOYMENT KNOWLEDGE

A. A General Deployment Model

Assume that the target deployment area is a two-
dimensional rectangular region with si2ex Y and the origin

The basic schem@roposed in [9] consists of three phasegoint is the upper left corner. The pdf for the location of
key pre-distribution, shared-key discovery, and path4stab- nodei, for i = 1,..., N, over the two-dimensional region

Il. THE ESCHENAUER GLIGOR RANDOM KEY
PRE-DISTRIBUTION SCHEME



is given by f;(z,y), wherez € [0,X] andy € [0,Y]. With nearby groups. Therefore, when two groups are far away from

this general model, the existing key pre-distribution sehe each other, their key pools could be different, rather themn t

for sensor networks are special cases: they all assume thahe global key poaf.

filz,y) = 5 for z € [0,X], y € [0,Y] and1 < i < N, We usesS, ; to represent the key pool used by groGp;;

i.e., all sensor nodes are uniformly distributed over th@lh the union ofS; ; (for i =1,...,¢t andj = 1,...,n) equals

deployment region. S. We use|S,| to represent the size of; ; (we select all

B. Group-based Deployment Model S;.;'s with the_ same size in this paper). Based on a specific

deployment distribution, we can develop a scheme, such that

The above problem defines a general deployment model,jfen the deployment points of two grougs , and G, 4 are

which nodes are deployed individually, thus they may haygrther away from each other, the amount of overlap between
different pdfs. In practice, it is quite common that nodes arg_, andS. , becomes smaller or zero.

deployed in groups, i.e., a group of sensors are deployed at

a single deployment point, and the pdfs of the final resideft Deployment Distribution

points of all the sensors in each batch (or group) are the sameThere are many different ways to deploy sensor networks,
In this work, we assume such a group-based deploymefat; example, sensors could be deployed using an airborne

and we model the deployment knowledge in the following (weehicle. The actual model for deployment distribution degse

call this model thegroup-based deployment moyel on the deployment method.

1) N sensor nodes to be deployed are divided inton In this paper, we model the sensor deployment distribution
equal size groups so that each group,;, for i = as a Gaussian distribution (also called Normal distrimjtio
1,...,tandj =1,...,n, is deployed from the deploy- Gaussian distribution is widely studied and used in practic
ment point with index(i, j). Let (z;,y;) represent the Although we only employ the Gaussian distribution in this
deployment point for grous; ;. paper, our methodology can also be applied to other distribu

2) The deployment points are arranged in a grid. Note théens.
the scheme we developed for grid-based deployment caWe assume that the deployment distribution for any nbde
be easily extended to different deployment strategies. WegroupG; ; follows a two-dimensional Gaussian distribution.
choose this specific strategy because it is quite comm¥@¢hen the deployment point of groug; ; is at (z;,y;), we
in realistic scenarios. havep = (z;,y;) and the pdf for nodé in group G, ; is the
3) During deployment, the resident points of the nade following [21]:
group G, ; follow the pdf f;/ (z,ylk € G; ;) = f(z — "
z;,y — y;). An example of the pdff(z,y) is a two- I (@, ylk € Giy)
dimensional Gaussian distribution.

When f(z,y) is a uniform distribution over the deployment
region, we do not know which nodes are more likely to 2] o )
close to each othex priori because the resident point of a nodY, We assume that the pdf forieach group is identical, so we
can be anywhere within the region with the same probabilitS€/»(%; |k € Gi;) instead off,’(z, y|k € G, ;) throughout
However, whenf (z,y) is a non-uniform distribution, we can 'S Paper. o , .
determine which nodes are more likely to be close to each/lthough the distribution function for each single group
other. For example, with Gaussian distribution, we knowt thi$ Not uniform, we still want the sensor nodes to be evenly
the distance between a resident point and the deploymenmt p&€Ployed throughout the entire region. By choosing a proper
is less tharso with probability0.9987 (wheres is the standard distance between the neighboring deployment points with

deviation of the Gaussian distribution). If the deploymed€SPECt to the value af in the pdf of each deployment group,

points of two groups ar@o away, then the probability for the probability of finding a node in gach small region can bg
two nodes from these two different groups to be located nd3de approximately equal. Assuming that a sensor node is
each other is very low. Therefore, the probability that twdt!€cted to be in a given group with an equal probability,
nodes from two different groups become neighbors decrealld average deployment distribution (pdf) of any sensorenod
with an increase of the distance between the two deploym&¥Er the entire region is:
points.

Recall that in the basic random key pre-distribution LA |
scheme [9], when the size of the key pgbbecomes smaller,  Joveranr(;y) = > 7 e ylk € Gig). 1)
connectivity increases. Since the basic scheme assumes no i=1j=1
deployment knowledge (i.e. the distributiof(x,y) is uni- To see the overall distribution of sensor nodes over theeenti
form), every node should choose from the same key padeployment region, we have plottefl,e..;; in Eq. (1) for
because they are equally likely to be neighbors. However, @x 6 = 36 groups over &00m x 600m square region with
we have discussed, when the functipfx, y) is non-uniform, the deployment point8c = 100m apart (assuming = 50).
we know that nodes from a specific group are more likely teig. 1(a) shows all the deployment points, and Fig. 1(b) show
be neighbors of nodes from the same group and those frtine overall pdf. From Fig. 1(b), we can see that the pdf is

1
2mo?

o~ [@—2)? +(y—y;)?]/20°

here f(z,y) = 5-ize~@"+¥°)/20" Without loss of general-
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Fig. 1. Node Deployment

almost flat (i.e. nodes are fairly evenly distributed) inWiele its corresponding key pod; ;, and load those keys into the

region except near the boundaries. memory of the node.
IV. KEY PRE-DISTRIBUTION USING DEPLOYMENT Step 2: Shared-key discovery phasdter deployment, each
K NOWLEDGE node needs to discover whether it shares any keys with

Based the deol " del d ived in th its neighbors. To do this, each node broadcasts a message
ased on the deployment model described In the Iore\6'c')ntaining the indices of the keys it carries. Each neiginigor

ours] secnorf:,. Vr\ﬁ ﬁropo&se at new ;ancl’m keytpl)(re-dllstgbuu de can use these broadcast messages to find out if there
scheme, which takes advantage of deployment KNowleage. Wheis 4 common key it shares with the broadcasting node.

assume that the sensor nodes are evenly dividedtimto If such a key exists, the neighboring node uses this key to

?hYOUIIJSk?iI,jk, for 4 :I; : "t’ht, _andg - 1(’:1' N 1 Assum(tehtrlat\:] secure its communication channel with the broadcasting nod
€ global key pool is5 with size|S5], and also assume tha St we are concerned about disclosing the indices of the keys

deployment po"f“s are arranged in a grid depicted in Fig. 1(%ach node carries, we can use the challenge-responsegeehni
Each node carries: keys. to avoid sending the indices [9], namely for every kay

A. Key Pre-distribution Scheme on a key ring, each node could broadcast adistEx, (a),

. . i.,= 1,...,k, where«a is a challenge. The decryption of
The goal of this scheme is to allow sensor nodes to fl%i () with the proper key by a recipient would reveal the

a common secret key with e‘?‘Ch of their neighbors aft%ﬁgllengea and establish a shared key with the broadcasting
deployment. Our scheme consists of three phases: key Ri&ge

distribution, shared-key discovery, and path-key essabtient. After the above step, the entire sensor network forrgy

The last two phases are exactly the same as the b ICri h hich i fi in the followina:
scheme [9], but because of deployment knowledge, the firstarlng graph(i, which is defined in the following:

phase is considerably different from the basic scheme. Definition 1: (Key-Sharing Graph) LeV represent

all the nodes in the sensor network. A Key-Sharing
graphG(V, E) is constructed in the following man-
ner: For any two nodesandj in V, there exists an
edge between them if and only if (1) nodeand j
have at least one common key, and (2) nodasd j

can reach each other within the wireless transmission
range, i.e., in a single hop.

Step 1: Key Pre-distribution phasg&his phase is conducted
offline and before the sensors are deployed. First we need to
divide the key poolS into ¢ xn key poolsS; ; (fori=1,...,t
andj =1,...,n), with S; ; corresponding to the deployment
group G; ;. We say that two key pools are neighbors (or
near each other) if their corresponding deployment grou@s a
deployed in neighboring (or nearby) locations. The goal of
setting up the key poolS; ; is to allow the nearby key pools Step 3: Path-key establishment phakiés possible that two
to share more keys, while pools far away from each otheeighboring nodes cannot find any common keys between
share fewer keys or no keys at all. The key-pool setup stdpem. In this case, they need to find a secure way to agree upon
will be discussed in detail later. a common key. We now show how two neighboring nodes,
After the key pools are set up, for each sensor node amd j, who do not share a common key could still come up
the deployment grougr; ;, we randomly selectn keys from with a secret key between them. The idea is to use the secure

5



is also depicted in Fig. 3 for & x 4 case. First, keys for the
first group.S; ; are selected fron$; then keys for the groups
in the first row are selected frorfi and their left neighbors.
Then keys for the groups in the second row to the last row are
selected fromS and their left, upper-left, upper, and upper-
right neighbors. For each row, we conduct the process from
left to right. The following procedure describes how we ct®o
keys for each key pool:

1) For groupS; 1, select|S.| keys from the global key pool

S; then remove thesgS.| keys from S.

2) For group$, j, forj =2,...,n, selecta-|S.| keys from
key pool Sy ;_1; then selectv = (1—a)-|S,| keys from
the global key poolS, and remove the selected keys
from S.
For groupsS; ;, fori =2,...,tandj =1,...,n, select
a - |S.| keys from each of the key poolS;_; ; and
S;.j—1 if they exist; selecth - |S.| keys from each of
the key poolsS;_; ;—1 and S;_1 j4+1 if they exist; then
selectw (defined below) keys from the global key pool
S, and remove these keys from S. It is easy to see
from the selection procedure that keys selected from the
other groups are all distinct.
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Fig. 2. Shared keys between neighboring key pools

channels that have already been established in the keinghar 3)
graphG: as long as the graph is connected, two neighboring
nodesi andj can always find a path i& from i to j. Assume

that the path ig, vq, ..., v, j. To find a common secret key
betweeni and j, i first generates a random key. Then
sends the key to; using the secure link betweérandvy; v,
forwards the key tas; using the secure link between and

vg, @and so on untilj receives the key from;. Nodesi and j

use this secret keyk as their pairwise key. Because the key

is always forwarded over a secure link, no nodes beyond this

path can find out the key. (1= (a+0)) -5, for j = 1
To find such a secure path for nodeand j, the easiest way w=4q (1-2(a+b))[S|, for2<j<n-1
is to use flooding [22], a common technique used in multihop (1—(2a+0b))-|S, for j=n

wireless networks. As we will show later in our analysis, in
practice, the probability that the secure path betweand j
is within three hops is very high (close to one). Therefore,
can always limit the lifetime of the flooding message to thr
hops to reduce flooding overhead.

Note that after groups; selectss keys ¢ = a - |S.| or

s = b-]S.|) from its neighboiGG,, no other neighboring groups
f G1 or G, can select any one of thesekeys, i.e., these

Gi?eys are only shared b§; and G5, and no key is shared by

more than two neighboring groups in our scheme.

B. Setting Up Key Pools C. Determining|S.|

Next, we show how to assign keys to each key pspj, ~ We calculate the size of the key podl.| for each group,
for i = 1,...,t andj = 1,...,n, such that key pools given the size of the global key pots|. .
corresponding to nearby deployment points have a certainAccording to our key pool setup procedure, each group first
number of common keys. In our scheme, we have: selectsa|Sc| or b|S.| keys from each of its left, upper, upper-

1) Two horizontally or vertically neighboring key poolsleft’ and upper-right neighboring groups (if they ex@t)erh

share exactly|S.| key€, where0 < a < 0.25. selects the rest of the keys from the global key p®oFig. 3

2) Two diagonally neighboring key pools share exactl epicts t'he number of keys each group selects ftoifeach

b|S.| keys, whered < b < 0.25 and4a + 4b = 1. umber in the figure should be multiplied b§.|).

3) Two non—neighborirTg kgy pools share no keys Since keys selected from the other groups are all distinct,

_ i the sum of all the numbers in the figure should be equal to
We call a and b the overlapping factors. To achieve th

. S ) . eiS|; therefore we have the following equation:
above properties, we divide the keys in each key pool into 5]

eight partitions (see Fig. 2). Keys in each partition aresého —

keys that are shared between the corresponding neighboring ~  tn— (2tn —t —n)a —2(tn —t —n + 1)b

key pools. For example, in Fig. 2, the partition in the upper For instance, whenS| = 100,000, ¢ = n = 10, a = 0.167,

left corner of £ consists ob - |S.| keys shared betwee#iand andb = 0.083, we have|S.| = 1770. Therefore, the size of

E; the partition in the left part o' consists ofa - |S,| keys the key pool for each group is jusf70.

shared betwee® and E. .- ;
Given the global key poob and the overlapping factar D. Determining the overlapping factors

andb, we now describe how we can select keys for each keyThe values of the overlapping factors are important to the
pool S; ; for i = 1 tandj = 1 n. The procedure performance of our scheme. Because we have not introduced
i\j =1,..., =1,...,n.

the performance metrics yet, we will leave the detailed dis-
2If a|S.| is not an integer|a|S.|| should be used instead. cussion of the overlapping factors to the next section.




based on the information retrieved from thecaptured
nodes.

B. System Configuration

o |17 @D =26+l - 2a+b) 1 - (a+b In our analysis and simulations, we use the following setup:
L « The size of the key pool,S| = 100, 000.
1 = (a+b) |1 = 2(a+b)1 - 2(a+b) 1 - (2a+b) « The number of sensor nodes in the sensor network is
10, 000.
1 — (a+b) |1 — 2(a+b)|1 — 2(a+b)|1 — (2a+b) o The deployment area iK000m x 1000m.

« The area is divided into a grid of siz)0 =t x n =
10 x 10, with each grid cell of sizd00m x 100m.

« The center of each grid cell is the deployment point (see
Fig. 1(a)).

« The wireless communication range for each nod® is
40m.

Fig. 3. Key assignment for all the key pools

V. PERFORMANCEEVALUATION

An important goal of this study is to analyze the perfor-
mance of our proposed scheme. We present both our analytiGalLocal Connectivity
and simulation results in this section. We calculate the local connectivify,..:, the probability of
two neighboring nodes being able to find a common key. Let

o . B(n;,n;) be the event that node; and noder; share at least
We present several criteria that represent desirable chargne common key and(n;,n;) be the event that node, and

A. Evaluation Metrics

teristics in a key-setup scheme for sensor networks. noden; are neighbors. Hence
« Connectivity We useglobal connectivityto refer to the
ratio of the number of nodes in the largest isolated Piocat = Pr(B(ni,n;)[A(ni,n;)).

component in the final key-sharing graph to the size @f,e that, Since...; is the same for any pair of nodes

the whole network. If the ratio equa®®%, it means that andn;, we ignore the node indices; andn; in procar. Let A

99% of the sensor nodes are connected, and thelfést g the ratio of the shared key pool between two nodes b

are unreachable from the largest isolated component. $@, example\ — a for groupsB and E shown in Fig. 1(a).

the global connectivity metric indicates the percentage Qfhen the size of the key pool iS.|, the number of keys

nodes that are wasted because of their unreachability. We, .4 petween two key pools ,}$SC |'3 where the possible

uselocal connectivityto refer to the probability of any \5ues of)\ are1. a. b. ando. v

two neighbqring nodes sharing at least one key. We user, calculatePr(two nodes do not share any Keywe use

Piocat @ndp interchangeably to refer to the local connecg,e foliowing strategy: the first node seledtieys from the

tivity. Both global connectivity ar!d local connectivityear A|S.| shared keys, it then selects the remaining- i keys

affected *?y the key pre-dls_,trlbuuon schem_e_. from the non-shared keys. To avoid sharing any key with the
« Communication overheadince the probability that tWo 5t node, the second node cannot select any of Keg's from

nelghb9r|ng npdes share a key is less than one, when fHSse/\\SC| shared keys that are already selected by the first

two nelghborlng nodgs are not coqnected directly theyyqe 5o it has to seleot keys from the remaining|S.] — )

need to find a route in the key-sharing graph to connéglys from its key pool. Thereforgy()), the probability that

to each other. We need to determine the number of hopg, noqes share at least one key when their key pools have

required on this route. Obviously, when the two neighbor/§156| keys in common, can be calculated in the followkhg:
are connected directly, the number of hops needed is 1.

When more hops are needed to connect two neighboring p(A)

nodes, the communication overhead of setting up the — 1 _ Pr(two nodes do not share any Key
security association between them is higher. Wepigé) min(mA|Se|) _
to denote the probability that the smallest number of hops 3 </\|Sc|> ((1 - /\)|5c|) (Sc| - Z)
needed to connect two neighboring node& ®bviously, - { m—i m

ph(1) equals the local connectivity;oca;- = 150\ 2
« Resilience against node captur8Ve assume that an (")

adversary can mount a physical attack on a sensor nod&Ve define¥ as the set of all deployment groups in our

after it is deployed and read secret information from itscheme. We now consider an infinitesimal rectangular area

memory. We need to find how a successful attack on, S _ _ _ .

= sensor nodes by an adversary affects the rest of tvnglz?)rljltgeu:;lﬁ;Cfus'lmphmty, we assume theiS.| is an integer; otherwise

network. In particular, we want to find the fraction of S (15 =m)

additional communication (i.e., communications among ‘When = 1, p(3) can be simplified tol — ey when A = 0,

uncaptured nodes) that an adversary can compromjge) = o. "
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Fig. 5. Probability of nodes residing within a circle £ R).
° T ° Thus,
g9(z|n; € groupi)
(R—2)2
Fig. 4. Probability of nodes residing within a circle & R). = 1{z < R} [1 — e 22 ]
z+R 62 2 RQ
o o +/ 20 cos™! (L> fr(f|n; € groupi) d¢,
dz dy around positionZ = (z,y), as shown in Fig. 4. Based |=—R| 20z

on the two-dimensional Gaussian distribution, the prdiigbi
that a noden; from groupj € ¥ with deployment point
(x;,y;) resides within this small rectangle area is

where 1{-} is the set indicator functionand fr(¢|n; €
groupi) is given by Eq. (2).

Assumen, is a node from group andn; is a node from
1 o) (g2 group j, the probability thatr; resides within the rectangle
e dy areadz dy around pointZ andn; is a neighbor ofn; is the
2mo? _ following:
= fr(djz|n; € groupj) - dzdy,
fr(djz|n; € groupj) - g(diz|n; € groupi) - dx - dy

Since the event that node; and noden; share at least
one common key is independent of the event that nodend
) @ noden; are neighbors, we can calculate the probability that
o A 2 nj resides within the rectangle arela dy around pointZ,
2mo? andn; is a neighbor ofz;, andn; andn; share at least one
common key as:

whered, z is the distance betweéef and the deployment point
of groupj, and fr(d;z|n; € groupj) is defined as

fr(djz|n; € groupj) =

When a sensor node; resides at positiolZ = (z,y) as
shown in Fig. 4, the probability that the sensor nededrom p(A(4, 7)) - fr(d;jz|n; € groupy)
group: resides within the circle centered at locatignwith -g(diz|n; € groupi) - dx - dy, ©)
radiusR is defined ag(z|n; € groupi), wherez = d,, for _ )
i € T, is the distance betweefi and the deployment point of Where A(é, j) is the ratio of keys shared by the key pool of
groupi. An example is shown in Fig. 4. group: and the key pool of group:

Whenz > R as shown in Fig. 4,

1, wheni = j;
g(z|n, € groupi) a, when+i andj are horizontal or
#+R 02 4 22 — R2 i, j) = vertical neighbors;
:/ 20 cos ™! <L> fr(ln; € groupi) d¢, (47) i g. ) ) _
z—R 26z b, wheni andj are diagonal neighbors;
0, otherwise.

where we have calculated the length of the arc of the ring
centered ai and have integrated over all possible valueg.of
Whenz < R as shown in Fig. 5,

The local connectivityp;,..; is the average of the value in
Eqg. (3) throughout the entire deployment region, fr¢in0)
to (X,Y), and for all the combinations afand j:

g(z|n; € groupi)

R—z Plocat = Pr(B(ni, n;)|[A(n;, n;)) (4)
= /0 {2 fr(€) dt _ Pr(B(ni,n;) and A(ny, n,))
2+ R 2 2 2 Pr(A(n;,n;)) 7
E + 7 = R 1y 1Y)
-1 ) .
+/R—z 20 cos < 20z ) Fr(lni € groupi) dl. 5The value of1{-} is 1 when the evaluated condition is trugptherwise.



Where - B“aslcScI;eme ‘

—— Our Scheme (analytical results)
Pr(B(n;,n;) and A(n;, n;))

[| * Our Scheme (simulation results) *
/ / > ) Pr(n; € groupj)Pr(n; € groupi)

jE\IIZG\I/
fr(d;z|n; € groupj)g(diz|n; € groupi) p(A(4,)) dx dy

and

4
©

e o4
~ ®
T

o
o

Pr[sharing at least one key]
S &
T

o
w
T

Pr(A(ni, nj))

/ / > ) Pr(n; € groupj)Pr(n; € groupi) oal

JG\II'LG‘IJ
-fr(djz|n; € groupj)g(diz|n; € groupi)dx dy.

Since we assume that a sensor node is selected to be in a¢hs.  |ocal Connectivity: Probability of sharing at leaste key between

given group with an equal probability, we have two neighboring nodes.
P TABLE |
Dlocal = _1’ (5) LOCAL CONNECTIVITY VS. GLOBAL CONNECTIVITY
Py
where | Memory Usage (n) [ Local | Global ]
. 10 0.024 | 0.0132
50 0.383 | 0.9963
P = / / ZZfR (djz|n; € groupyj) 100 0.697 | 0.9988
=0Jy=0 g icw 120 0.871 | 0.9997
140 0.871 | 0.9999
-9(diz|n; € groupi) p(A(i, j)) dz dy, 160 0.892 | 0.9999
180 0.929 | 0.9999
and 200 0.956 | 1.0000
P = / / S°S” faldizln; € groupj)

76\1/ i€V

When node distribution and key sharing are uniform, global
-g(diz|n; € groupi)dx dy.

connectivity can be estimated using the local connectitgl

Fig. 6 depicts the local connectivity versus the number ther network parameters using Bedrandom graph theo-
keys (memory usage:) each node carries. We plot both thée€m [23], just like what has been done in [9], [10]. However,
simulation results and the analytical results calculateanf Since neither our distribution nor our key sharing is umifor
Eq. (5). They match each other very well. We also compaEédOS random graph theorem will not be a good estimation
our results with the basic scheme [9]. The figure indicaté@dethod. Recently, Shakkottai and et. al. have determined th
that our scheme substantially improves local connectifigy connectivity of a wireless sensor grid network with unrieléa
example, with the same setup, when each sensor cankesrry Nodes [24]. In the future work, we will estimate the global
keys, the local connectivity of the basic scheme is dhlp5; connectivity by using the results given in [24]. In this work

it is improved t00.687 with deployment knowledge. we only use simulation to estimate global connectivity. We
o use the configuration described in Section V-B to conduct the
D. Global Connectivity simulation. The relationships between the memory usage

It is possible that the key-sharing graghin our scheme the local connectivity, and the global connectivity arevsho
has a high local connectivity, buf can still have isolated in Table I. Note thatn indicates how many keys each sensor
components. Since those components are disconnected,Nfige can store in its memory.
secure links can be established among them. Therefore, it ig'he simulation results indicate that whem = 100, only
important to understand wheth@rwill have too many isolated 0.12% of the sensor nodes will be wasted due to the lack
components. To this end, we measure the global connectivity secure links; whenm = 200, no nodes are wasted.
of the graphG, namely, we measure the ratio of the size ofhese results have excluded those nodes that are not within
the largest isolated component in G and the size of the whéli¢ communication ranges of the largest isolated compenent
network. We consider that all the nodes that are not condectecause they are caused by the deployment, not by our key
to the largest isolated component are useless nodes becaligedistribution scheme.

they are “unreachable” via secure lirks. .
E. Effects of the Overlapping Factors

8some of the “unreachable” might be reachable physically tsthey are Th | f th | . fact . tant to th
within the communication range, but they cannot find a common kyamy € values o € ovérlapping factors are important 1o the

of the nodes in the largest isolated component. performance of our scheme. For example, when= 0.25
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TABLE II
THE BESTOVERLAPPING FACTORS carries more than 50 keys (i.ex > 50), the sum ofph(1),
[Memory Usage @) | @ | & | ph(2), andph(3) is almost 1, which means that most of the
10 - 70 0251 0 key setups can be conducted within 3 hops.
80 0.24 | 0.01 N )
90 022 0.03 G. Resilience Against Node Capture
100 0.20 | 0.05 . .
150 015 010 To evaluate the resilience of our scheme against node
200 0.14 | 011 capture, we need to find the fraction of additional communica

tions (i.e., communications among uncaptured nodes) that a

adversary can compromise based on the information rettieve
andb = 0, each group shares keys with its horizontal/verticétom the = captured nodes. Because keys are not uniformly
neighbors only; whem = 0 andb = 0.25, each group sharesdistributed among sensor nodes throughout the entire drea,
keys with its diagonal neighbors only. The local connetiéi locations of these: compromised nodes affect the results of
for the above two cases are different: when= 100, the our analysis. In this paper, we assume that thesedes are
local connectivity for the first case .68, whereas for the randomly distributed within the deployment region. We also
second case it i$.48. Therefore, choosing the appropriateealize that in reality, these nodes might not be randomly
combination ofa andb is important. distributed in the entire region; instead they may have a

We define théest overlapping factoras the combination of concentration in a local area because adversaries havéer hig

a andb that maximizes the local connectivity. They depend oprobability of compromising nodes around their locatiolms.
the proportions of different types of neighbors, as well as ghat case, the resilience of the network in that local area is
the number of keys each sensor node can carry. Fig. 7 deplotser than that of the entire network. Due to page limits, we
the relationship of the local connectivity with the ovepay  leave the local resilience analysis to the extended versfon

factors whenm = 100 andm = 150. this paper.
Using Eq. (5), we found the best overlapping factors for Let K be the communication key used for the link between
different values ofn. The results are shown in Table II. two nodes that are not compromised. When any node other

than these two nodes is compromised, the probability fhat

) i o will not be compromised (i.eX is not among those keys
In this subsection, we study the communication overhead & ried by this compromised node) Is— ™, wherem is
our key pre-distribution scheme when two neighboring nodgse number of keys carried by each selﬁgslor node. When
cannot find a common key. As we have discussed befofgydes are compromised, the probability thétwill not be
when this situation occurs, these two nodes have to findcgmpromised ig1 — 12)7. Therefore, the expected fraction
path between them in the key-sharing graghThe shorter of tota| keys being compromised can be estimated as:

the length of the path the better. We yge(¢) to denote the
probability that the smallest number of hops needed to atinne 1-(01-=)" (6)
two neighboring nodes ié (note ph(1) = piocal)- 1]

We use simulations to estimate how many of the key setupsThe results and comparison with existing key pre-
have to go througly hops, for¢ = 1,2,.... An analytical distribution schemes are depicted in Fig. 9 (“Basic” refers
approach for estimation similar to that proposed in [11]l wito the basic Eschenauer-Gligor scheme;= 1,2,3" refers
be included in our future work. Our results are depicted o the Chan-Perrig-Song scheme). The figures show that
Fig. 8. As we can observe from the figure, when each noder scheme substantially lowers the fraction of comprochise

F. Communication Overhead
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Fig. 9. Network Resilience: Comparisons with existing scheeme
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an improvement is attributed to the deployment knowledge,
which enables us to reduce the number of unnecessary keys
carried by each sensor node.
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